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Gradient estimates for the pðxÞ-Laplacean system

By Emilio Acerbi and Giuseppe Mingione at Parma

Abstract. We prove Calderón and Zygmund type estimates for a class of elliptic
problems whose model is the non-homogeneous pðxÞ-Laplacean system

�divðjDujpðxÞ�2
DuÞ ¼ �divðjF jpðxÞ�2

FÞ:

Under optimal continuity assumptions on the function pðxÞ > 1 we prove that

jF jpðxÞ A L
q
loc ) jDujpðxÞ A L

q
loc Eq > 1:

Our estimates are motivated by recent developments in non-Newtonian fluidmechanics and
elliptic problems with non-standard growth conditions, and are the natural, ‘‘non-linear’’
counterpart of those obtained by Diening and Růžička [12] in the linear case.

1. Introduction

In recent years, increasing attention has been paid to the study of the so called gen-

eralized Lebesgue spaces LpðxÞðW;RNÞ, that is

L
pðxÞðW;RNÞ :¼

n
f : W ! RN : f is measurable and

Ð
W

j f jpðxÞ dx < y
o

ð1Þ

where WHRn is a bounded domain and p : W ! ð1;þyÞ is in general taken to be a con-
tinuous function (there is no obstruction in taking a more general pðxÞ, but the resulting
space has very few properties if no geometric condition on p is imposed). The Luxemburg
type norm

k f kLpðxÞðW;RN Þ :¼ inf

�
l > 0 :

Ð
W

f

l

����
����

pðxÞ
dxe 1

�

makes LpðxÞ a Banach space. Accordingly, the generalized W 1;pðxÞðW;RNÞ spaces are de-
fined by

W 1;pðxÞðW;RNÞ :¼ fu A L
pðxÞðW;RNÞ : Du A L

pðxÞðW;RnNÞg;



where Du denotes the gradient of the function u. These also become Banach spaces with

kukW 1; pðxÞðW;RN Þ :¼ kukLpðxÞðW;RN Þ þ kDukLpðxÞðW;RnN Þ;

see [30], [17], [10], [14] for more details and references. Apart from the basic theoretical is-
sues, such spaces are relevant in the study of non-Newtonian fluids. Indeed, the underlying
integral energy appearing in the modelling of the so called electrorheological fluids, as
conceived by Růžička, and Rajagopal and Růžička [28], [30], [31] in the contest of contin-
uum mechanics, is

Ð
W

jDujpðxÞ dx:ð2Þ

The analysis of such fluids is performed in the space W 1;pðxÞðW;RNÞ. Moreover, energies of
the previous type occur in Homogenization [35], Image Restoration [24] and, more gener-
ally, in the modelling of strongly inhomogeneous physical behaviours. Therefore a great
deal of work has been developed around variational and elliptic problems with ‘‘pðxÞ-
growth’’ that is, involving the energy (2); see also [3], [4] and related references. Very re-
cently, Diening and Růžička [12] established estimates of Calderón and Zygmund type for

Singular integrals in the spaces LpðxÞ. This eventually led them to give LpðxÞ versions of a
class of results that can be obtained through the use of singular integrals, as e.g. the clas-
sical Korn’s inequality and some classical estimates for linear problems as, for instance, the
so called Bogowsky’s lemma: for the equation div u ¼ f , they are able to prove the exis-
tence of a solution u A W 1;pðxÞ provided f A LpðxÞ has null mean value. Such analysis allows
to give estimates for problems involving second order linear operator with constant co-
e‰cients as, for instance, hu ¼ f .

In this paper we are going to treat another basic issue concerning the integrability of
the gradient, adopting a viewpoint which is ‘‘dual’’ to that in [12]: instead of seeking esti-
mates in the spaces LpðxÞ for solutions to linear elliptic problems with constant coe‰cients,
we consider classical Lebesgue spaces but we look at the di¤erential operator coming up
when considering the energy (2), and therefore the model of electrorheological fluids. Our
investigation will involve the non-homogeneous pðxÞ-Laplacean system

�divðjDujpðxÞ�2
DuÞ ¼ �divðjF jpðxÞ�2

FÞ in W;ð3Þ

whose weak solutions (see Section 2 for precise definitions) are taken in the natural space
W 1;pðxÞðW;RNÞ; the vector field F is initially taken in the natural space LpðxÞðW;RnNÞ and
the function pðxÞ is supposed to be continuous and to satisfy (which is not restrictive for
local results)

1 < g1 e pðxÞe g2 < y:ð4Þ

We remark that, even in the case pðxÞ1 constant, the approach via singular integrals
cannot be used to prove Lq-estimates for solutions; our results and techniques are indeed in
the framework of nonlinear potential theory. If o : Rþ ! Rþ denotes the modulus of con-
tinuity of the function pðxÞ

jpðxÞ � pðyÞjeoðjx � yjÞð5Þ
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then the main assumption on the function pðxÞ will be

lim
R!0

oðRÞ log
1

R

� �
¼ 0:ð6Þ

This slightly reinforces the condition considered by Diening and Růžička [12], where the
right hand side of (6) is supposed to be a finite number rather than zero, see (18), and plays
a central role in the regularity analysis of solutions of this kind of problems; it is essentially
optimal in order to obtain the results we are going to present, see Remark 2 where our re-
sults are restated in the weaker version that can be deduced when (6) is weakened into the
condition used by Diening and Růžička. Both conditions have become customary when
dealing with the energy (2), see [2], [36]. Here we shall prove integrability results for a class
of elliptic problems, that in the model case (3) will lead to establish that for all q > 1

jF jpðxÞ A L
q
locðWÞ ) jDujpðxÞ A L

q
locðWÞð7Þ

(Theorems 1 and 3). In the case pðxÞ1 constant, this type of result has been established, in
the case of the p-Laplacean equation, in the fundamental paper by T. Iwaniec [19]. As far
as we know, our result is the first of Calderón and Zygmund type valid for elliptic operators
under non-standard growth conditions, see Remark 1 below. Let us remark that such kind
of estimate is relevant for the numerical treatment of problems modelled by energies like
(2), as e.g. electrorheological fluids: the a priori knowledge of higher integrability of the
gradient allows to implement better finite element schemes.

Finally, about the techniques. The main di‰culty is the interplay of the nonlinearity
and the fact that the system we consider exhibits the so called non-standard growth con-
ditions, see Remark 1 below. In order to deal with such a peculiarity, we shall rely on a new
and beautiful method to prove Lq estimates introduced by Ca¤arelli and Peral [7], [8], and
based on Calderón and Zygmund type covering arguments and iteration of level sets; this
will be combined with a careful localization technique tailored to the non-standard struc-
ture of the pðxÞ-Laplacean operator, fine estimates in L logb L spaces and the use of certain
restricted Maximal Operators. We explicitly observe that a consistent part of our e¤orts
here is put in the task of deriving natural local estimates for the gradient of solutions, as
similar as possible to those available for the case pðxÞ1 constant: what we shall come up
with is a sort of reverse Hölder inequality for Du (14), that keeps into account the non-
standard growth conditions exhibited by the pðxÞ-Laplacean system. As mentioned above,
we shall prove gradient estimates for more general elliptic operators whose degenerate
structure is similar to (3). We finally remark that we confined our analysis to right-hand
side structures as in (3), in order to have the possibility to formulate the regularizing
properties of the pðxÞ-Laplacean system in the neat way (7), as customary in the case when
pðxÞ is a constant function [19], [23]. Anyway the arguments presented in this paper allow
the treatment of di¤erent equations and systems such as

�divðjDujpðxÞ�2
DuÞ ¼ �div F ; �divðjDujpðxÞ�2

DuÞ ¼ F ;

provided suitable integrability assumptions are made on F ; the proofs have to be suitably
modified according to the di¤erent structure coming into the play.
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2. Results

General notation. In the sequel WHRn will be a bounded domain; by ‘‘cube’’ we
will always mean an open cube with edges parallel to the coordinate axes; when relevant,
we will mention the side length, denoting e.g. by QR a cube with side length equal to 2R:
with a slight abuse, we will call R the radius of such cube. Moreover, for g > 0, we will
adopt the convention that gQ or QgR denote cubes with the same centre as Q or QR, and
radius multiplied by g. Adopting a usual convention, c will denote a constant whose value
may change in any two occurrences, and only the relevant dependences will be specified, as
e.g. in cðg; pÞ; particular constants will be denoted by c1, ~cc and the like. For the Lebesgue
measure of a measurable set A we shall employ either of the notations

jAj ¼ measðAÞ;

then we define the mean value on a cube QR HW of a locally integrable function
v A L1

locðWÞ by

ðvÞQR
1 ðvÞR 1

Ð
QR

v dx :¼ 1

jQRj
Ð

QR

v dx:

Structure conditions. For the case of equations (N ¼ 1) we shall consider a vector
field a : W� Rn ! Rn such that z 7! að� ; zÞ belongs to C0ðRnÞXC1ðRnnf0gÞ and the
following growth, ellipticity and continuity assumptions, inspired by the energy density

ðm2 þ jDuj2ÞpðxÞ=2, are satisfied:

nðm2 þ jzj2ÞðpðxÞ�2Þ=2jlj2 eDzaðx; zÞln leLðm2 þ jzj2ÞðpðxÞ�2Þ=2jlj2;ð8Þ

jaðx; zÞ � aðy; zÞjeLoðjx � yjÞjlogðm2 þ jzj2Þjðm2 þ jzj2ÞðpðxÞ�1Þ=2ð9Þ

for every x; y A W, z; l A Rn, where n�1;L A ½1;yÞ and the parameter m A ½0; 1� appears to
deal simultaneously with the degenerate and the non-degenerate cases (and will be only
briefly seen in the remainder of the paper). The function p : W ! ð1;yÞ is supposed to
satisfy (4), (5), where the modulus of continuity o : Rþ ! Rþ satisfies (6); without loss of
generality, we assume oð�Þ to be non-decreasing. Observe also that, eventually enlarging L

and decreasing n, by (8) we can suppose that

jaðx; zÞjeLð1 þ jzj2ÞðpðxÞ�1Þ=2ð10Þ

and

nðm2 þ jzj2ÞpðxÞ=2 � Le haðx; zÞ; zi Ex A W; z A Rn:ð11Þ
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Weak solutions. Let F A LpðxÞðW;RnNÞ be a vector field; if N ¼ 1, we define as a
weak solution to the equation

�div aðx;DuÞ ¼ �div
�
jFðxÞjpðxÞ�2

FðxÞ
�

ð12Þ

a function u A W 1;pðxÞðWÞ such that

Ð
W

aðx;DuÞDj dx ¼
Ð
W

jFðxÞjpðxÞ�2
FðxÞDj dxð13Þ

for every test function j A W 1;pðxÞðWÞ with compact support in W. In the same way,
in N f 1, a function u A W 1;pðxÞðW;RNÞ is defined to be a weak solution to the ‘‘pðxÞ-
Laplacean system’’ (3) with F A LpðxÞðW;RnNÞ, if and only if

Ð
W

jDujpðxÞ�2
DuDj dx ¼

Ð
W

jFðxÞjpðxÞ�2
FðxÞDj dx

holds for every test function j A W 1;pðxÞðW;RNÞ with compact support in W. For existence
results concerning weak solutions we refer to [30].

Theorem 1. Let u A W 1;pðxÞðWÞ be a weak solution to (12) under the assumptions (4),
(6), (8), (9) and let jF jpðxÞ A L

q
locðWÞ for some q > 1. Then

jDujpðxÞ A L
q
locðWÞ:

This result is necessarily complemented by the following estimate (which is indeed the
proof of Theorem 1).

Theorem 2. Under the assumptions of Theorem 1, if W 0HHW is an open subset and

jF jpðxÞ A LqðW 0Þ then for every e A ð0; q � 1Þ there exists a positive radius R0 > 0, depending

on

n; g1; g2; n;L; e; q;oð�Þ; k jDuð�Þjpð�ÞkL1ðWÞ; k jFð�Þjpð�ÞkLqðW 0Þ

such that, whenever Q4R HHW 0 and ReR0,

� Ð
QR

jDujpðxÞq dx
	1

q

e cK e
Ð

Q4R

jDujpðxÞ dxð14Þ

þ cK e
� Ð

Q4R

jF jpðxÞq dx þ 1
	1

q

where c1 cðn; g1; g2; n;L; qÞ and

K :¼
Ð

Q4R

jDujpðxÞ þ jF jpðxÞð1þeÞ
dx þ 1:ð15Þ

The previous results extend to weak solutions to the pðxÞ-Laplacean system (3):
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Theorem 3. Assume (4), (6) hold and let u A W 1;pðxÞðW;RNÞ be a weak solution to the

pðxÞ-Laplacean system (3) such that jF jpðxÞ A L
q
locðWÞ for some q > 1; then

jDujpðxÞ A L
q
locðWÞ:

Moreover, estimate (14) holds as for Theorem 1, with K as in (15) and R0 and c depending

also on N.

Now that the statements have been given with all the appropriate localizations, we
make an assumption to improve the readability of the proofs: we suppose rightaway that

jF jpðxÞ A LqðWÞ:

it would be a boring but very easy task to rewrite the proofs without this assumption.

Remark 1. Comments on the estimate (14). The appearance of K e, which prevents
(14) to be a classical reverse Hölder inequality with increasing support, is essentially due to
the fact that the operators we consider are anisotropic with respect to growth and ellipticity
exponents; this fact is best framed when set in the following more general context. Let us
recall that a vector field a : W� Rn ! Rn satisfies non-standard growth conditions of ðp; qÞ
type when the ellipticity and growth conditions

nðm2 þ jzj2Þð p�2Þ=2jlj2 eDzaðx; zÞln leLðm2 þ jzj2Þðq�2Þ=2jlj2;ð16Þ

hold for all z; l A Rn, x A W, where 1 < p < q and n�1;L A ½1;yÞ. Under a suitable small-
ness assumption on the ratio q=p, solutions to the elliptic equation div aðx;DuÞ ¼ 0 satisfy
an estimate of the type

kDukLqðQRÞ e ckDuk1þe
LpðQgRÞ; g > 1:

In this case e is a fixed, positive quantity depending on p, q in such a way that e ! 0
when q=p ! 1. The reader may look at [15], [26] and related references. The estimates we
find here obey this general principle: indeed the vector field a we consider in (12) satisfies
locally ðp; qÞ-growth conditions where p :¼ min

Q4R

pðxÞ and q :¼ max
Q4R

pðxÞ. Since pðxÞ is a

continuous function and the results in Theorems 1, 2 and 3 are local in nature, taking R

small enough we may take e small at will. We shall give an asymptotic estimate on R in
Remark 5 below. r

Remark 2. On the sharpness of (6). Assumption (6) is essentially optimal. Indeed
the occurrence of

lim
R!0

oðRÞ log
1

R

� �
¼ yð17Þ

rules out the possibility to prove that jDujpðxÞ A Ls for any s > 1, even in the case F 1 0;
this fact can be inferred from the counterexamples in [36], [27], [18]. On the other hand, just
supposing that

lim sup
R!0

oðRÞ log
1

R

� �
eM < yð18Þ
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leads to establishing that there exists a ~qq1 ~qqðMÞ > 1 such that Theorems 1 and 2 hold
whenever qe ~qq; this is essentially the content of Theorem 5 below: a purposeful inspection
of the proof reveals that everything works just assuming (18) instead of (6), and that the use
of (6) may be clarified as follows: for any q > 1 there exists d1 dðqÞ > 0 such that if

lim sup
R!0

oðRÞ log
1

R

� �
e dð19Þ

then Theorems 1 and 2 hold for the chosen q. This fact can be deduced from the choice of
the quantities made in (85). More precisely, once n, g1, g2, n, L and also the norms
k jDuð�Þjpð�ÞkL1ðWÞ, k jFð�Þjpð�ÞkLqðWÞ, that is the data of the problem, are fixed, the quantity d

depends on q. As a consequence, the possibility of getting Lq estimates essentially depends
on the smallness assumption in (19). Clearly (6) ensures that (19) is satisfied for any choice
of q > 1. r

3. Preliminary material

In this section we are going to collect a list of preliminary results for later use. Let us
start from a restatement of the classical Calderón and Zygmund covering argument; at the
same time we shall take the opportunity to add more notation about cubes.

Calderón and Zygmund coverings. Let Q0 HRn be a cube; we shall denote with
DðQ0Þ the class of all dyadic cubes obtained from Q0, that is the class of those cubes, with
sides parallel to those of Q0, that have been obtained by a positive, finite number of dyadic
subdivisions of the cube Q0; therefore in particular Q0 B DðQ0Þ. Let us recall a few simple
properties of the class DðQ0Þ. If Q1;Q2 A DðQ0Þ then either the two cubes are disjoint:
Q1 XQ2 ¼ j, or one of the cubes contains the other: Q1 LQ2 or Q2 LQ1. We shall call Qp

‘‘a’’ predecessor of Q if Q has been obtained from the cube Qp through a finite number of
subsequent dyadic subdivision; we shall call ~QQ A DðQ0Þ ‘‘the’’ predecessor of Q if Q has
been obtained by exactly one dyadic subdivision from the original cube ~QQ.

Proposition 1. Let Q0 HRn be a cube. Assume that X HY HQ0 are measurable sets

satisfying the following conditions: (i) there exists d > 0 such that

jX j < djQ0j

and: (ii) if Q A DðQ0Þ then

jX XQj > djQj ) ~QQHY

where ~QQ denotes the predecessor of Q. Then

jX j < djY j:

The (simple) proof of the previous lemma is a consequence of a Calderón and Zyg-
mund type covering argument and its proof can be found, for instance, in [8].

Maximal operators. Let Q0 HRn be a cube. We shall consider, in the following, the
Restricted Maximal Function Operator relative to Q0. This is defined as
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M �
Q0
ð f ÞðxÞ :¼ sup

QLQ0;x AQ

Ð
Q

j f ðyÞj dy;

whenever f A L1ðQ0Þ, where Q denotes any cube contained in Q0, not necessarily with the
same centre, as long as it contains the point x. In the same way, if s > 1 we define

M �
s;Q0

ð f ÞðxÞ :¼ sup
QLQ0;x AQ

�Ð
Q

j f ðyÞjs dy
	1=s

whenever f A LsðQ0Þ. We recall the following weak type ð1; 1Þ estimate for M �
Q0

:

jfx A Q0 : jM �
Q0
ð f ÞðxÞjf lgje cW

l

Ð
Q0

j f ðyÞj dy El > 0;ð20Þ

which is valid for any f A L1ðQ0Þ; the constant cW depends only on n; for this and related
issues we refer to [32]. A standard consequence of the previous inequality is then

Ð
Q0

jM �
Q0
ð f ÞðyÞjq dye

cðn; qÞ
q � 1

Ð
Q0

j f ðyÞjq dy; q > 1:ð21Þ

The similar estimate for the M �
s;Q0

operator is

Ð
Q0

jM �
s;Q0

ð f ÞðyÞjq dye
cðnÞq2

sðq � sÞ
Ð

Q0

j f ðyÞjq dy; q > s;ð22Þ

which can be deduced from (21), compare [20], Section 7.

The spaces L logb L. The Orlicz space L logb LðW;RnÞ is defined via

L logb LðW;RnÞ :¼
n

f A L1ðW;RnÞ :
Ð
W

j f j logbðe þ j f jÞ dx < y
o

and it becomes a Banach space with the Luxemburg norm

k f kL logb LðWÞ :¼ inf

�
l > 0 :

Ð
W

f

l

����
���� logb e þ f

l

����
����

� �
dxe 1

�
:

This space embeds in any LpðW;RnÞ, for p > 1; more precisely, for any p > 1 the following
inequality takes place:

k f kL logb LðWÞ e c
�Ð
W

j f jp dx
	1

p

Ef A L logb LðW;RnÞð23Þ

where the constant c only depends on p, and blows up when p ! 1 (see (30) below). Here
we want to recall a fact, basically due to T. Iwaniec [20], [22], [5]; let us put

½ f �L logb LðWÞ :¼
Ð
W

j f j logb e þ j f j
k f k1

� �
dxð24Þ
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where, here and in the following, we adopt the notation

k f k1 :¼
Ð
W

j f j dx:ð25Þ

The quantity ½ f �L logb LðWÞ is comparable to the Luxemburg norm in L logb LðW;RnÞ in the
sense that there exists a constant c1 cðbÞf 1, independent of W and f , such that

c�1k f kL logb LðWÞ e ½ f �L logb LðWÞ e ck f kL logb LðWÞð26Þ

for all f A L logb LðW;RnÞ. We shall need these inequalities for the range

g2

g2 � 1
e be

g1

g1 � 1
;ð27Þ

therefore, since the constant appearing in (26) is continuous with respect to b > 0 [22], [5],
we shall assume that the constant c appearing in (26) only depends on g1 and g2, and is
valid for the full range in (27). Taking into account this fact and combining (23) and (26)
we find that

Ð
W

j f j logb e þ j f j
k f k1

� �
dxe cðp; bÞ

�Ð
W

j f jp dx
	1

pð28Þ

for every f A L logb LðW;RnÞ and b as in (27); since the integrals are averaged, the previous
constant does not depend on jWj. More precisely, from the elementary inequality

t logb te
b

eðp � 1Þ


 �b
tp Etf 1; p > 1ð29Þ

we infer (see [29] for details) the following asymptotic behaviour as p & 1:

cðp; bÞA 1

p � 1

� �b

:ð30Þ

In particular,

ðe þ tÞ logbðe þ tÞe cðg1; g2Þs�bðe þ tÞ1þs=4 Etf 0ð31Þ

for every b satisfying (27) and every 0 < s < 1. Finally, let us record another elementary
inequality that will be useful later on. The concavity of the logarithm gives

logðe þ abÞe logðe þ aÞ þ logðe þ bÞ

whenever a and b are positive real numbers. Therefore

logbðe þ abÞe 2
g1

g1�1
�1�

logbðe þ aÞ þ logbðe þ bÞ
�
;ð32Þ

whenever b satisfies the right hand side inequality in (27).
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Gehring’s lemma restated. We shall later need the following version of Gehring’s
lemma; the dependence of the constants we state below can be inferred from the various
proofs reported in the literature, in particular adapting that from [6], Section 4, where the
dependence on the constants is carefully exploited (see also [21]).

Theorem 4. Let Q4R0
HRn be a cube and s; q > 1; let f A LsðQ4R0

;RnÞ,
f A LsqðQ4R0

;RnÞ be two functions such that

� Ð
QR=2

j f js dx
	1=s

eK
Ð

QR

j f j dx þ H
� Ð

QR

jfjs dx
	1=s

for every (not necessarily concentric) cube QR LQ4R0
, where K ;H > 1. Then the following

holds:

� Ð
QR=2

j f jsð1þsÞ
dx

	 1
1þs

e
cðn; sÞ

ðs � 1Þ
1

1þs

Ð
QR

j f js dx þ cðn; sÞ
ðs � 1Þ

1
1þs

H

K

� �s� Ð
QR

jfjsð1þsÞ
dx

	 1
1þs

for all QR LQ4R0
, where s > 0 is any number such that

semin
cðn; sÞðs � 1Þ

K sq
; q � 1

� �
;ð33Þ

and cðn; sÞ is a positive constant.

We remark that the previous result falls far from picking the best possible constant in
(33)—indeed the presence of cðn; sÞ makes the constants not explicit; anyway the estimate
above is su‰cient for our later purposes.

We conclude the section with the following elementary lemma, whose proof can be
promptly adapted from Lemma 2.2 in [11].

Lemma 1. Let p A ½g1; g2� and m A ð0; 1�; there exists a constant c1 cðk; g1; g2Þ such

that if v;w A Rk then:

ðm2 þ jvj2Þ
p

2 e cðm2 þ jwj2Þ
p

2 þ cðm2 þ jvj2 þ jwj2Þ
p�2

2 jv � wj2:

4. Proof of the results

General setting, I. Here we begin the proof by fixing some objects and notations
that will apply to the end of the paper. We consider a ‘‘large’’ cube Q4R0

HHW; during the
developement of the section we shall make several restrictions on the size of R0. Using (6)
for the second inequality, we shall initially take R0 small enough in order to have

oð8nR0Þe
ffiffiffiffiffiffiffiffiffiffiffi
n þ 1

n

r
� 1;

0 < oðRÞ log
1

R

� �
eL ERe 8nR0:

8>>><
>>>:

ð34Þ
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We start with a preliminary version of Theorem 1, which rests on an application of Geh-
ring’s lemma in the spirit of [3], [36]; we need the following exact statement, emphasizing
the precise dependence of the constants.

Theorem 5. Let u A W 1;pðxÞðWÞ be a weak solution to (12) under the assumptions (4),
(6), (10), (11) and let F A L

pðxÞq
loc ðW;RnÞ with q > 1. There exist constants c1 cðn; g1; g2; n;LÞ

and cg 1 cgðn; g1; g2; n;LÞ such that the following is true: assume R0 satisfies (34), let

Q4R0
HHW, set

K0 :¼
Ð

Q4R0

jDujpðxÞ dx þ 1ð35Þ

and let s > 0 be any number such that

semin
cg

K

2qoð8nR0Þ
g1

0

; q � 1; 1

8><
>:

9>=
>;¼: s0:ð36Þ

Then for every QR LQ4R0
it holds

� Ð
QR=2

jDujpðxÞð1þsÞ
dx

	 1
1þs

e c
Ð

QR

jDujpðxÞ dx þ c
� Ð

QR

jF jpðxÞð1þsÞ
dx þ 1

	 1
1þs
:ð37Þ

Proof. If QR LQ4R0
we set

p1 :¼ inf
QR

pðxÞ; p2 :¼ sup
QR

pðxÞ;

then p2 � p1 eoð2R
ffiffiffi
n

p
Þeoð2nRÞ, and by the first inequality in (34) we have

p2

p1
e

ffiffiffiffiffiffiffiffiffiffiffi
n þ 1

n

r
¼: s:ð38Þ

Now take a cut-o¤ function h A Cy
0 ðQRÞ such that 0e he 1, h1 1 on QR=2 and

Dhe 4=R. We test (13) with j1 hp2
�
u � ðuÞR

�
and we estimate the various terms using

(10), (11) and Young’s inequality:

n
Ð

QR

hp2 jDujpðxÞ dxe c
Ð

QR

hp2haðx;DuÞ;Duiþ 1 dx;

Ð
QR

hp2�1
��aðx;DuÞ;Dhn

�
u � ðuÞR

���� dx

e z
Ð

QR

hp2 jDujpðxÞ dx þ cz
Ð

QR

ju � ðuÞRj
p2

Rp2
þ 1 dx;

Ð
QR

hp2 jhjF jpðxÞ�2
F ;Duij dxe z

Ð
QR

hp2 jDujpðxÞ dx þ cz
Ð

QR

jF jpðxÞ dx;
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Ð
QR

hp2�1
��jF jpðxÞ�2F ;Dhn

�
u � ðuÞR

���� dx

e c
Ð

QR

ju � ðuÞRj
p2

Rp2
þ 1 dx þ c

Ð
QR

jF jpðxÞ dx

where z A ð0; 1Þ and c1 cðn; g1; g2; n;LÞ. Observe that we used the definition of p2 to de-
duce

~pp :¼ pðxÞðp2 � 1Þ
pðxÞ � 1

f p2 Ex A QR

and to estimate h~pp e hp2 in the second inequality. Choosing z1 zðn; g1; g2; n;LÞ small
enough and connecting the previous estimates we obtain the following Caccioppoli type
inequality:

Ð
QR=2

jDujpðxÞ dxe c
Ð

QR

ju � ðuÞRj
p2

Rp2
þ 1 dx þ c

Ð
QR

jF jpðxÞ dx:

Averaging and eventually applying Poincaré’s inequality by virtue of (38) yields

Ð
QR=2

jDujpðxÞ dxe c
� Ð

QR

jDuj
p1
s dx

	sp2
p1 þ c

Ð
QR

jF jpðxÞ þ 1 dx

e cR�2noð2nRÞ
� Ð

QR

jDuj
pðxÞ

s dx
	soð2nRÞ

p1

�
� Ð

QR

jDuj
pðxÞ

s dx
	s

þ c
Ð

QR

jF jpðxÞ þ 1 dx

e cK

2oð8nR0Þ
g1

0

� Ð
QR

jDuj
pðxÞ

s dx
	s

þ c
Ð

QR

jF jpðxÞ þ 1 dx;

where c1 cðn; g1; g2; n;LÞ and K0 is as in (35), and in particular K0 f 1 so we could
increase its exponent; we also used the fact that R�oð2nRÞ e cðn;LÞ as 0 < Re 8nR0, by
(34). The assertion now follows via Theorem 5 applied with the choice f 1 jDujpðxÞ=s and
f1 ðjF jpðxÞ þ 1Þ1=s, keeping into account (33). r

Remark 3. A milder assumption. We explicitly remark that we applied Gehring’s
lemma only with the exponent s1 sðnÞ described in (38); in particular the constant cg above
does not in any way depend on R0, K0, s. Moreover, to avoid adding another constant to
our already overburdened list, we stated Theorem 5 under the assumption (6); indeed, the
result holds as soon as we assume the weaker (18) instead, but then the general-purpose
letter L in the second inequality of (34) should be replaced by, say, M þ 1, and the constant
c (but not cg) would depend also on M. r

General setting, II. We remark that since K0 f 1 we have for every K fK0

s0 fminf1; q � 1; cggK
�2qoð8nR0Þ

g1 :ð39Þ
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Now let us set

KM :¼
Ð
W

jDujpðxÞ þ jF jpðxÞq þ 2 dx þ 1

(this will be larger than all the di¤erent versions of K we have met or will meet) and

sm :¼ min
cg

K

2qðg2�g1Þ
g1

M

;
q � 1

2
; 1

8><
>:

9>=
>; > 0; sM :¼ cg þ q:

Clearly, with K eKM , we will always have

sm e s0 e sM :ð40Þ

Now we are going to bound the maximal size of a quantity, s > 0, that we shall later use as
a higher integrability exponent. We shall pick s of the form

s :¼ ~sss0; 0 < ~ss < minfg1 � 1; 1=2g;ð41Þ

where s0 is the one appearing in (36). In particular by (39) for all b satisfying (27) and all
K fK0

s�b
e c~ss�bK

b
2qoð8nR0Þ

g1 e cðn; g1; g2; n;L; qÞ~ss�bK
2qoð8nR0Þ

g1�1 :ð42Þ

We also remark that by (36) and (41)

s <
q � 1

2
:ð43Þ

Before proceeding we describe the plot of what will follow, introducing some characters: we
feel that this is necessary at this time, because we will proceed with an estimate containing
several quantities labeled as ‘‘to be determined later,’’ and we will make restrictions on
some of them based on the size of some others, and only at the very end the values will be
actually determined in order to make everything work. The suspect might arise that in all
this reciprocal influence some bug could be creeping, so we show our cards in advance: the
proof should be read backwards, but of course it would be totally unreadable should the
estimates be derived from the end back. We will take the number e in the statement of
Theorem 2, then, see (98), we will determine the value of ~ss depending on e (and the data of
the problem, such as n, g1 and so on), small enough as to satisfy a condition depending
on g1, see (98). Therefore the quantities sm, sM and especially ~ss should not be regarded as
unknown or to be determined. In the next lemma we will determine, see (77), a quantity A

depending only on the data of the problem and later, see (83), we will meet a quantity d1

which only depends on the data and KM ; this d1 will in turn determine a radius R1, see (79),
which we use to further bound R0; from R0, thus bounded, we will deduce the values of K

and of s0, which will complete the determination of s; finally from all the above we will
deduce, see (84), the value of a quantity that will be called d, and which will provide us a
value for ~ee, see (81). We are now ready to proceed with the proof.
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With the size of s initially bounded by (41), let us come back to the ‘‘large’’ cube
Q4R0

, making further restrictions on the size of R0, in addition to those already considered
in (34). We shall require that

max 2qoð8nR0Þ;
2qoð8nR0Þ

g1 � 1

� �
e

~sssm

4
:ð44Þ

Note that such restriction leaves R0 only depending on n, g1, g2, n, L, q, the norms
k jDuð�Þjpð�ÞkL1ðWÞ, k jFð�Þjpð�ÞkLqðWÞ and the smallness parameter ~ss. From (41), (44) and the

definition of sm it immediately follows that

oð8nR0Þemax 2qoð8nR0Þ;
2qoð8nR0Þ

g1 � 1

� �
e

~sssm

4
e

~sss0

4
¼ s

4
:ð45Þ

We finally remark that since s < ðq � 1Þ=2 then FðxÞ A LpðxÞð1þsÞðQ4R0
;RnÞ. As a conse-

quence of the previous choices we can apply Theorem 5 in order to deduce that

Ð
Q2R0

jDujpðxÞð1þsÞ
dx < y;ð46Þ

a higher integrability property that we shall use several times in the following. Moreover,
we shall always use Theorem 5 under the previous restrictions on R0 and s; further re-
strictions will be done on the size of R0, starting right now: the complexity of the statement
reflects the interplay of constants which we unveiled above.

Lemma 2. Let u A W 1;pðxÞðWÞ be a weak solution to (12) under the assumptions

(4), (6), (8), (9), and let lf 1 and 0 < ~ss < 1 as in (41). There exists a constant

A1Aðn; g1; g2; n;LÞf 2, independent of l, ~ss, u, a, F , such that for every d1 > 0 there exists

R1 1R1ðn; g1; g2; n;L; q; ~ss; d1Þ > 0

such that: if R0 eR1 satisfies (34), (44) and K0, s0 are as in (35), (36), setting s ¼ ~sss0 and

K :¼
Ð

Q4R0

jDujpðxÞ þ jF jpðxÞð1þsÞ
dx þ 1ð47Þ

then for every df d1 there exists ~ee > 0, independent of l, such that the following holds:

If Q A DðQR0
Þ satisfies

meas
�
QX

�
x A QR0

: M ��jDuð�Þjpð�Þ
�
ðxÞ > AK sl;ð48Þ

M �
1þs

�
jFð�Þjpð�Þ þ 1

�
ðxÞ < ~eel

��
> djQj

then its predecessor ~QQ satisfies

~QQL
�

x A QR0
: M ��jDuð�Þjpð�Þ

�
ðxÞ > l

�
;ð49Þ
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where

M � 1M �
Q4R0

; M �
1þs1M �

1þs;Q4R0

denote the restricted Maximal Function Operators relative to Q4R0
.

Proof. Step 1: beginning. We warn that we increased in places the values of some
constants, e.g. replacing

ffiffiffi
n

p
by n, for clearness of reading (and as long as it does not in-

validate the estimates): we could have been more accurate, but the result (Theorems 1 and
2) would still be the same, only the exponents we would have gotten have now a much
better look, see Remark 6. We also repeatedly use the fact that for a; bf 0

1

c
ðaa þ baÞe ða þ bÞa e cðaa þ baÞ

with c ¼ 1 þ 2a�1.

The proof goes by contradiction; the constants A, ~ee and R1 will be chosen towards the
end, see (77), (79), (81) and Remark 4 below. The only restrictions on R0 at this stage are
(34) and (44). Suppose (49) is not satisfied although (48) holds; in this case there exists
x0 A ~QQ such that

Ð
C

jDujpðxÞ dxe lð50Þ

for all cubes C LQ4R0
such that x0 A C. Let us set S :¼ 2 ~QQ; observe that Q was obtained

from QR0
by at least one subdivision, thus ~QQLQR0

and S LQ2R0
: as a consequence

s :¼ diamð2SÞe 8nR0;

a fact that we shall use in the following. We observe that (50) gives

Ð
2S

jDujpðxÞ dxe lð51Þ

because 2S LQ4R0
and x0 A 2S. Moreover, since (48) is in force we have that

���x A Q : M �
1þs

�
jFð�Þjpð�Þ þ 1

�
ðxÞ < ~eel

��� > 0ð52Þ

and therefore the last set is not empty, thus by the definition of M �
1þs it follows

�Ð
S

ðjF jpðxÞ þ 1Þ1þs
dx

	 1
1þs

< ~eel;
� Ð

2S

ðjF jpðxÞ þ 1Þ1þs
dx

	 1
1þs

< ~eel:ð53Þ

Let us derive some useful preparatory estimates; let

p1 :¼ min
2S

pðxÞ; p2 :¼ pðxMÞ ¼ max
2S

pðxÞ; xM A 2S;ð54Þ

observe that the numbers p1 and p2 depend on the selected cube Q and vary when Q varies
in DðQR0

Þ. Since 2S 1 4 ~QQLQ4R0
we get
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p2 ¼ ðp2 � p1Þ þ p1

eoðsÞ þ p1

e p1

�
1 þ oðsÞ

�
e pðxÞ

�
1 þ oðsÞ

�
ð55Þ

e pðxÞ
�
1 þ oðsÞ þ s=4

�
e pðxÞð1 þ sÞ Ex A 2S;ð56Þ

where we used (45) in the last estimate. Also, since (41) implies se p1 � 1,

p2ð1 þ s=4Þe
�

p1 þ oðsÞ
�
ð1 þ s=4Þ

e p1

�
1 þ s=4 þ oðsÞ

�
ð57Þ

e pðxÞ
�
1 þ s=4 þ oðsÞ

�
e pðxÞð1 þ sÞ:ð58Þ

Now, since oðsÞe s=4 by (45), we can use Theorem 5 and formula (37) as follows:

Ð
S

jDujp2 dxe
Ð
S

jDujp2 þ 1 dxð59Þ

e
ð55Þ

2
Ð
S

jDujpðxÞð1þoðsÞÞ þ 1 dx

e
ð37Þ; ð45Þ

c
� Ð

2S

jDujpðxÞ þ 1 dx
	1þoðsÞ

þ c
Ð

2S

ðjF jpðxÞ þ 1Þ1þoðsÞ
dx

e c
� Ð

2S

jDujpðxÞ þ 1 dx
	oðsÞ

s�noðsÞ �
Ð

2S

jDujpðxÞ þ 1 dx

þ c
� Ð

2S

jF jpðxÞð1þoðsÞÞ þ 1 dx
	 oðsÞ

1þoðsÞ
s
�noðsÞ
1þoðsÞ

�
� Ð

2S

jF jpðxÞð1þoðsÞÞ þ 1 dx
	 1

1þoðsÞ

e
ð45Þ

cK
s
4

Ð
2S

jDujpðxÞ þ 1 dx þ cK
s
4

� Ð
2S

jF jpðxÞð1þsÞ þ 1 dx
	 1

1þs

e
ð51Þ; ð53Þ

cðn; g1; g2; n;LÞK
s
4l:

We crucially used the fact that s�noðsÞ stays bounded as 0 < s < 8nR0, by (34); in the last
estimates we used Hölder’s inequality, since oðsÞe s=4, and the facts that lf 1 and ~ee < 1.
A rewriting of the previous estimates with a di¤erent aim gives
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Ð
S

jDujp2 dxe c
� Ð

2S

jDujpðxÞ þ 1 dx
	oðsÞ

s�noðsÞ Ð
2S

jDujpðxÞ þ 1 dxð60Þ

þ c
Ð

2S

jF jpðxÞð1þoðsÞÞ þ 1 dx

e cK
s
4

Ð
2S

jDujpðxÞ þ jF jpðxÞð1þsÞ þ 1 dx

e cðn; g1; g2; n;LÞK 1þs
4:

Step 2: a comparison function. By (59) it follows that u A W 1;p2ðSÞ, therefore we are

able to define w A
�
u þ W

1;p2

0 ðSÞ
�
XW 1;p2ðSÞ as the unique solution to the following Di-

richlet problem:

Ð
S

aðxM ;DwÞDj dx ¼ 0 Ej A W
1;p2

0 ðSÞ;

w ¼ u on qS;

8<
:ð61Þ

where the point xM A 2S was found according to (54); it is harmless that it may happen that
xM B S. The vector field z 7! aðxM ; zÞ satisfies the following growth and coercivity con-
ditions (with respect to the z variable)

c�ðnÞðm2 þ jz1j2 þ jz2j2Þ
p2�2

2 jz2 � z1j2 e haðxM ; z2Þ � aðxM ; z1Þ; z2 � z1ið62Þ

and

jaðxM ; zÞjeLð1 þ jzj2Þ
p2�1

2 ; njzjp2 e haðxM ; zÞ; ziþ cðLÞð63Þ

for every z; z1; z2 A RnN and c� 1 c�ðn; g1; g2; nÞ > 0. The first inequality is a standard con-
sequence of (8) and of Lemmas 2.1 and 2.2 from [1], which work for any pf 1; a bit of
care is required here, since z 7! aðxM ; zÞ is only C1ðRnnf0gÞ. The inequalities in (63) trivi-
ally follow from (10) and (11), respectively. Since u A W 1;p2ðSÞ, by (62), (63) the existence
of w follows from the standard theory of Leray-Lions operators; uniqueness follows from
strong monotonicity, (62). As a consequence of the standard regularity theory for degen-
erate elliptic equations of the type in (61), recalling that S ¼ 2 ~QQ, the following estimate
holds true:

sup
3
2
~QQ

ðm2 þ jDwj2Þ
p2
2 e cðn; g1; g2; n;LÞ

Ð
S

ðm2 þ jDwj2Þ
p2
2 dx:ð64Þ

The validity of the previous estimate, and in particular the fact that the constant c can be
chosen independent of p2, specifying its dependence only on the bounds g1, g2, can be de-
duced e.g. looking at [25]; although cubes are replaced by balls in [25], the previous in-
equality can be easily proved by using cubes instead of balls everywhere in the proofs. Also
observe that such estimate is usually obtained for the case when the supremum at the left

hand side is computed over a smaller subset, namely
1

2
S 1 ~QQ; by an easy covering argu-

ment one sees that the supremum in estimate (64) may be computed over any subset of the
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type gS, for any g < 1, the constant c appearing on the right hand side eventually depend-
ing on g and blowing up when g ! 1.

Let us test (61) with j :¼ u � w; by (62) and (63) we get

n
Ð
S

jDwjp2 dxe c
Ð
S

haðxM ;DwÞ;Dwiþ 1 dx

¼ c
Ð
S

haðxM ;DwÞ;Duiþ 1 dx

e c
Ð
S

ð1 þ jDwjÞp2�1jDuj þ 1 dx

and observing that g1 e p2 e g2 and applying Young’s inequality we conclude with

Ð
S

jDwjp2 dxe cðn; g1; g2; n;LÞ
Ð
S

jDujp2 þ 1 dx:ð65Þ

Combining this last estimate with (64) and then with (59), and using the fact that lf 1, we
also infer

sup
3
2
~QQ

ðm2 þ jDwj2Þ
p2
2 e cðn; g1; g2; n;LÞ

Ð
S

jDujp2 þ 1 dxð66Þ

e c1K s=4le c1K sl;

where c1 1 c1ðn; g1; g2; n;LÞ; this constant c1 will play a central role in the determination of
the constant A, see (77).

Step 3: a comparison estimate. Our next aim is to derive an estimate for the quantity

I :¼
Ð
S

ðm2 þ jDuj2 þ jDwj2Þ
p2�2

2 jDu � Dwj2 dx:

Using (62) and the fact that both u and w are weak solutions, of (12) and (61) respectively,
while u ¼ w on qS, we get

c�I e
Ð
S

haðxM ;DuÞ � aðxM ;DwÞ;Du � Dwi dxð67Þ

¼
Ð
S

haðxM ;DuÞ;Du � Dwi dx

¼
Ð
S

haðxM ;DuÞ � aðx;DuÞ;Du � Dwi dx

þ
Ð
S

hjF jpðxÞ�2
F ;Du � Dwi dx ¼: II þ III ;

where c� is the constant appearing in (62). We will estimate the quantities II and III ; since
we use (9), where we find the logarithm of an elaborate quantity which may be less than 1,
we employ in this estimate (and in a single line further on) the notation jlogjax instead of
jlog xja. Using (9) and Hölder’s inequality we have, still with s ¼ diamð2SÞ,
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II e coðsÞ
Ð
S

ðmþ jDujÞp2�1jlogjðmþ jDujÞjDu � Dwj dxð68Þ

e coðsÞ
�Ð

S

ðmþ jDujÞp2 jlogj
p2

p2�1ðmþ jDujÞ dx
	p2�1

p2

�
�Ð

S

jDu � Dwjp2 dx
	 1

p2

e
ð65Þ

coðsÞ
�Ð

S

ðmþ jDujÞp2 jlogj
p2

p2�1ðmþ jDujÞ dx
	p2�1

p2

�
�Ð

S

jDujp2 þ 1 dx
	 1

p2

where c1 cðn; g1; g2; n;LÞ. We remark that by (46) and (58) it also follows that

ðmþ jDujÞp2 jlogj
p2

p2�1ðmþ jDujÞ A L1ðSÞ

and therefore the last quantity in (68) is finite; this fact will be exploited in a few lines. Be-
fore continuing with estimate (68) let us point out a preliminary inequality; we have

� Ð
2S

jF jpðxÞð1þs=4þoðsÞÞ
dx

	 1
1þs=4ð69Þ

e c
� Ð

2S

jF jpðxÞð1þs=4þoðsÞÞ
dx

	 oðsÞ
ð1þs=4Þð1þs=4þoðsÞÞ

� s
�noðsÞ

ð1þs=4Þð1þs=4þoðsÞÞ
� Ð

2S

jF jpðxÞð1þs=4þoðsÞÞ
dx

	 1

1þs=4þoðsÞ

e cK
s
4

� Ð
2S

jF jpðxÞð1þsÞ
dx

	 1
1þs

where c1 cðn;LÞ. Again, we used that s�noðsÞ stays bounded as 0 < s < 8nR0 by (34), and
we used that oðsÞe s=4 to apply Hölder’s inequality in the last estimate. Now we set

b :¼ p2

p2 � 1
A

g2

g2 � 1
;

g1

g1 � 1


 �
:ð70Þ

Observe that b satisfies (27) and therefore (32) is available. In the same range for b and with
g1 e p2 e g2 we also have

t p2 jlogjbte cðg1; g2Þ; 0 < te e:

We recall that by our definition (25)

k jDujp2k1 :¼
Ð
S

jDujp2 dx:

Still with s ¼ diamð2SÞ, we now estimate the term
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Ð
S

ðmþ jDujÞp2 logbðmþ jDujÞ dx

appearing in (68); we may assume that jDuðxÞjf e on a set of positive measure in S,
otherwise the term is estimated simply by cjSje csn. Then, we have:Ð

S

ðmþ jDujÞp2 logbðmþ jDujÞ dx

e
Ð

fx:jDujfeg
ðmþ jDujÞp2 logbðmþ jDujp2Þ dx þ csn

e csn
Ð
S

jDujp2 logbðe þ jDujp2Þ dx þ csn

e
ð32Þ

csn
Ð
S

jDujp2 logb e þ jDujp2

k jDujp2k1

� �
dx

þ csn
Ð
S

jDujp2 logbðe þ k jDujp2k1Þ dx þ csn

e
ð28Þ; ð30Þ

cs�bsn
�Ð

S

jDujp2ð1þs=4Þ
dx

	 1
1þs=4

þ c logb
�

s�ne þ s�n
Ð
S

jDujp2 dx
	Ð

S

jDujp2 dx þ csn

e
ð57Þ

cs�bsn
�

1 þ
Ð
S

jDujpðxÞð1þs=4þoðsÞÞ
dx

	 1
1þs=4

þ c logb 1

s

� �Ð
S

jDujp2 dx

þ c
�

e þ
Ð
S

jDujp2 dx
	

logb
�

e þ
Ð
S

jDujp2 dx
	
þ csn

e
ð31Þ; ð37Þ; ð42Þ; ð56Þ

cðqÞ~ss�bK
2qoð8nR0Þ

g1�1 sn
� Ð

2S

jDujpðxÞ dx
	ð1þs=4þoðsÞÞ

1þs=4

þ cðqÞ~ss�bK
2qoð8nR0Þ

g1�1 sn
� Ð

2S

jF jpðxÞð1þs=4þoðsÞÞ
dx

	 1

1þs=4

þ c logb 1

s

� �
sn
Ð
S

jDujp2 dx

þ cðqÞ~ss�bK
2qoð8nR0Þ

g1�1 sn
�

1 þ
Ð
S

jDujp2 dx
	s

4Ð
S

jDujp2 dx

þ cðqÞ~ss�bK
2qoð8nR0Þ

g1�1 sn

e
ð45Þ; ð69Þ

c~ss�bK
s
4s�noðsÞ

� Ð
2S

jDujpðxÞ dx
	 oðsÞ

1þs=4 �
Ð

2S

jDujpðxÞ dx

þ c~ss�bK
s
2sn

� Ð
2S

jF jpðxÞð1þsÞ
dx

	 1
1þs

Acerbi and Mingione, Gradient estimates for the pðxÞ-Laplacean system136



þ c logb 1

s

� �
sn
Ð
S

jDujp2 dx

þ c~ss�bK
s
4sn

�
1 þ

Ð
S

jDujp2 dx
	s

4Ð
S

jDujp2 dx

þ c~ss�bK
s
4sn

e
ðsee belowÞ

c~ss�bK
s
2snl

þ c logb 1

s

� �
snK

s
4lþ c~ss�bK

s
2
þs

4
1þs

4ð Þsnlþ c~ss�bK
s
4sn

e cðn; g1; g2; n;LÞ logb 1

s

� �
K ssnl

þ cðn; g1; g2; n;L; qÞ~ss�bK ssnl:

In the second-last and last estimates we used (45), (51), (53), (59) and (60); as before, we
used that s�noðsÞ stays bounded as 0 < s < 8nR0 by (34), and also (several times) that
l;K f 1. Before proceeding, let us point out that the use of the quantity ½ f �L logb LðSÞ in (24),

and of the inequality (24), is essential to get the right dependence of the constant in the last
estimate. Combining the previous inequalities with (59) and (68) we get

II e cðn; g1; g2; n;LÞK soðsÞ log
1

s

� �
snlð71Þ

þ cðn; g1; g2; n;L; qÞ~ss�1K soðsÞsnl:

We now estimate III ; let us note that since p2 f pðxÞ in S, then

p2

�
pðxÞ � 1

�
p2 � 1

e pðxÞ Ex A S:ð72Þ

Therefore, again by Hölder’s inequality we get

III e
Ð
S

jF jpðxÞ�1jDu � Dwj dxð73Þ

e csn
�Ð

S

jF j
p2ð pðxÞ�1Þ

p2�1 dx
	p2�1

p2

�Ð
S

jDu � Dwjp2 dx
	 1

p2

e
ð65Þ; ð72Þ

csn
�Ð

S

jF jpðxÞ þ 1 dx
	p2�1

p2

�Ð
S

jDujp2 þ 1 dx
	 1

p2

e csn
�Ð

S

ðjF jpðxÞ þ 1Þ1þs
dx

	 p2�1

p2ð1þsÞ
�Ð

S

jDujp2 þ 1 dx
	 1

p2

e
ð53Þ; ð59Þ

cðn; g1; g2; n;LÞ
n
K

s
4p2~ee

p2�1

p2 snl:
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Combining in sequel (67), (71) and (73) and passing to averages yields

Ð
S

ðm2 þ jDuj2 þ jDwj2Þ
p2�2

2 jDu � Dwj2 dxð74Þ

e c2K soðsÞ log
1

s

� �
lþ c22K s~ss�1oðsÞlþ c2K

s
4p2~ee

p2�1

p2 l

e c2K soðsÞ log
1

s

� �
lþ c22K s~ss�1oðsÞlþ c2K s~ee

g1�1

g1 l

where c2 1 c2ðn; g1; g2; n;LÞ, c22 1 c22ðn; g1; g2; n;L; qÞ, and s ¼ diamð2SÞ. This is the esti-
mate we needed (here is one of the points where we increase something for the sake of
readability: as one sees from (73), the K s close to ~ee in (74) is indeed a K s=4g1 ).

Step 4: estimate at the higher level. We shall use the Restricted Maximal Operator

with respect to
3

2
~QQ, which for cleanliness we shall denote by

M �� 1M �
3
2
~QQ
:

Instead, we shall denote by M �1M �
Q4R0

the maximal operator appearing in the statement
of the lemma we are proving. Lemma 1 implies that for all x A S ¼ 2 ~QQ

ðm2 þ jDuj2Þ
p2
2 e c3ðm2 þ jDwj2Þ

p2
2ð75Þ

þ c3ðm2 þ jDuj2 þ jDwj2Þ
p2�2

2 jDu � Dwj2

¼: c3G1ðxÞ þ c3G2ðxÞ;

with c3 1 c3ðn; g1; g2Þ. From (66) we immediately deduce

M ��ðG1ÞðxÞe c1K sl Ex A
3

2
~QQ;ð76Þ

we remark that
3

2
~QQ is a neighborhood of Q.

Accordingly, let us take

C :¼ 5nþ3c1c3; A ¼ 2Cð77Þ

and without loss of generality assume c1; c3 f 1; observe that now Af 2 is determined,
with the dependence upon the constants specified in the statement; in particular, it is inde-
pendent of l;K f 1. With such a choice we estimate as follows:
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jfx A Q : M ��ðjDujp2ÞðxÞ > CK slgjð78Þ

e
ð75Þ

x A Q : M ��ðG1ÞðxÞ þ M ��ðG2ÞðxÞ >
CK s

c3
l

� �����
����

e x A Q : M ��ðG1ÞðxÞ >
CK s

2c3
l

� �����
����

þ x A Q : M ��ðG2ÞðxÞ >
CK s

2c3
l

� �����
����

¼ð76Þ; ð77Þ
x A Q : M ��ðG2ÞðxÞ >

CK s

2c3
l

� �����
����

e
ð20Þ cW

8nc1K sl

Ð
S

ðm2 þ jDuj2 þ jDwj2Þ
p2�2

2 jDu � Dwj2 dx

e
ð74Þ

c4oðsÞ log
1

s

� �
jQj þ c44~ss

�1oðsÞjQj þ c4~ee
g1�1

g1 jQj

where, obviously c4 :¼ cW c2, c44 :¼ c22cW ; c2 and c22 are the constants appearing in (74)
and therefore c4 1 c4ðn; g1; g2; n;LÞ, c44 1 c44ðn; g1; g2; n;L; qÞ.

Now let d1 be chosen as in the statement: by (6) we may determine the radius
R1 1R1ðn; g1; g2; n;L; q; ~ss; d1Þ > 0 small enough in order to have

c4oðsÞ log
1

s

� �
e

d1

8
; c44oðsÞe

d1~ss

8
; if se 8nR1;ð79Þ

clearly, if R0 eR1 satisfies (34), (44) we have

R0 1R0

�
n; g1; g2; n;L; q; k jDuð�Þjpð�ÞkL1ðWÞ; k jFð�Þjpð�ÞkLqðWÞ; ~ss; d1

�
:

For R0 eR1 and for every df d1 we obviously have

c4oðsÞ log
1

s

� �
e

d

8
; c44oðsÞe

d~ss

8
; if se 8nR0;ð80Þ

we may now choose ~ee1~eeðn; g1; g2; n;L; dÞ A ð0; 1Þ by

c4~ee
g1�1

g1 ¼ d

8
:ð81Þ

With the previous choices we obtain

jfx A QR0
: M ��ðjDujp2Þ > CK slgje d

2
jQj;ð82Þ

observe that the choice of both ~ee and R0 is done here giving the dependence upon the
constants described in the statement; actually, the dependence of R0 on the norms
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k jDuð�Þjpð�ÞkL1ðWÞ, k jFð�Þjpð�ÞkLqðWÞ only comes from the restrictions made in (44). Also ob-

serve that the first inequality in (79) is the only point where (6) is needed; otherwise we could
have simply assumed the limit in (6) to be finite, as in (18), compare Remarks 2 and 3.
Now, recalling (54), observe that since p2 f pðxÞ whenever x A 2 ~QQ we have that

Ð
Q

jDujpðxÞ dxe
Ð
Q

jDujp2 dx þ 1

as soon as QH
3

2
~QQ is a cube; as a consequence, if x A Q then

M ���jDuð�Þjpð�Þ
�
ðxÞeM ��ðjDujp2 þ 1ÞðxÞ:

But l, K and C are larger than 1, see (77), so CK slf 1 and we have

M ���jDuð�Þjpð�Þ
�
ðxÞ > AK sl

) M ��ðjDujp2ÞðxÞ þ CK slfM ��ðjDujp2 þ 1ÞðxÞ > AK sl ¼ 2CK sl;

so from (82) we deduce that

���x A Q : M ���jDuð�Þjpð�Þ
�
ðxÞ > AK sl

���e d

2
jQj:

Now let l be the side length of Q, take any point x A Q and remark that both x and x0, the
point to which (50) refers, belong to ~QQ, a cube with side length 2l. If C 0 LQ4R0

is a cube
containing x and with side length l 0 larger than l=2, then since C 0 X ~QQ3j there is a cube
C 00 LQ4R0

containing both C 0 and ~QQ and whose side length l 00 satisfies

l 00
e 2lþ l 0

e 5l 0;

so

Ð
C 0
jDujpðxÞ dxe

1

jC 0j
Ð

C 00
jDujpðxÞ dx e

ð50Þ jC 00j
jC 0j le 5nl:

On the other hand, if instead l 0e l=2 then C 0H
3

2
~QQ and

Ð
C 0
jDujpðxÞ dxeM ���jDuð�Þjpð�Þ

�
:

Therefore

M ��jDuð�Þjpð�Þ
�
ðxÞemax

�
M ���jDuð�Þjpð�Þ

�
ðxÞ; 5nl

�
Ex A Q:

Since CK sf 5nþ1 by (77), it also follows that

���x A Q : M ��jDuð�Þjpð�Þ
�
ðxÞ > AK sl

���e d

2
jQj;

which contradicts (49). The proof of the lemma is complete. r
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Remark 4. The role of (49). The possibility to perform the estimates is given by
the failure of (49) and by (52), that is

�
x A QR0

: M �
1þs

�
jFð�Þjpð�Þ þ 1

�
< ~eel

�
3j for some

~ee A ð0; 1Þ: neither the measure of the set nor the value of ~ee have been used in the
estimate. r

Proof of Theorems 1 and 2. In Lemma 2 we take

d1 :¼ 1

2AqK
sM q
M

ð83Þ

and we determine R1 according to (79), then we take the greatest number R0 eR1 which
satisfies (34), (44); now that R0 is set we may define K0, s0 as in (35), (36), we set s ¼ ~sss0

and we take K as in (47). Now comes the crucial moment: we link the number d, which we
still have to choose, to K, by setting

d :¼ 1

2AqK sq
ð84Þ

(remark that such a value is admissible in Lemma 2, as clearly df d1), which also forces the
value of ~ee, see (81). We remark that, beside (34), (44), the choice of R0 and ~ee done in (79),
(81) means that

oðR0Þ log
1

R0

� �
e

1

16c4Aq

�Ð
W

jDujpðxÞ þ jF jpðxÞq dx þ 1
	�q

;ð85Þ

oðR0Þe
~ss

16c44Aq

�Ð
W

jDujpðxÞ þ jF jpðxÞq dx þ 1
	�q

;ð86Þ

~ee ¼ 1

16c4Aq

� � g1
g1�1� Ð

Q4R0

jDujpðxÞ þ jF jpðxÞð1þsÞ
dx þ 1

	�g1sq

g1�1
:ð87Þ

Therefore R0 and ~ee are now fixed; this is the final choice of these three quantities, that, as
far as R0 is concerned, together with the restrictions in (34) and (44) widely discussed
above, yields the dependence on the constants announced in the statement of Theorem 2. In
the following we shall denote

m1ðtÞ :¼
���x A QR0

: M ��jDuð�Þjpð�Þ
�
ðxÞ > t

���;
m2ðtÞ :¼

���x A QR0
: M �

1þs

�
jFð�Þjpð�Þ þ 1

�
ðxÞ > t

���;
where all maximal operators are restricted to Q4R0

, and we define

l0 :¼ 5nþ2cW

d

Ð
Q4R0

jDujpðxÞ dx þ 1ð88Þ

e 5nþ3cW AqK sq
Ð

Q4R0

jDujpðxÞ dx þ 1;

cW 1 cW ðnÞ being the constant which appears in (20). With such a choice (84) gives

Acerbi and Mingione, Gradient estimates for the pðxÞ-Laplacean system 141



m1ðl0Þe
cW

l0

Ð
Q4R0

jDujpðxÞ dx <
d

2
jQR0

j:ð89Þ

We set

~AA :¼ AK s
f 2:ð90Þ

From (89) it follows that

m1ð ~AAhl0Þ <
d

2
jQR0

j Eh A N:ð91Þ

We will check, by induction, that actually

m1ð ~AAhþ1l0Þe dhþ1m1ðl0Þ þ
Ph

i¼0

dh�im2ð ~AAi~eel0Þð92Þ

for every integer hf 0. The case h ¼ 0 reduces to

m1ð ~AAl0Þe dm1ðl0Þ þ m2ð~eel0Þ

which is a consequence of Proposition 1 (applied to the sets X , Y of points where the
conditions in (48) and (49) hold respectively) and Lemma 2 with the choice l1 l0 f 1 and
d as in (84), keeping into account that (89) holds. Moreover, assuming (92) for a certain

nf 0, we apply again Proposition 1 and Lemma 2 with the choice l1 ~AAhþ1l0 and d as in
(84), keeping in mind (91), in order to have

m1ð ~AAhþ2l0Þe dm1ð ~AAhþ1l0Þ þ m2ð ~AAhþ1~eel0Þ

e
ð92Þ

d



dhþ1m1ðl0Þ þ

Ph

i¼0

dh�im2ð ~AAi~eel0Þ
�
þ m2ð ~AAhþ1~eel0Þ

¼ dhþ2m1ðl0Þ þ
Phþ1

i¼0

dhþ1�im2ð ~AAi~eel0Þ;

and (92) is completely proved for every h A N. Now, from (92) it follows that for every
M A N

PM
h¼0

~AAqðhþ1Þm1ð ~AAhþ1l0Þe
�PM

h¼0

ðd ~AAqÞhþ1

�
m1ðl0Þð93Þ

þ
PM
h¼0

Ph

i¼0

~AAqðhþ1Þdh�im2ð ~AAi~eel0Þ:

By (84)

PM
h¼0

ðd ~AAqÞhþ1m1ðl0Þe m1ðl0Þ EM A N:
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Concerning the last sum at the right-hand side of (93) we have, again by (84)

PM
h¼0

Ph

i¼0

~AAqðhþ1Þdh�im2ð ~AAi~eel0Þ ¼h¼k�i ~AAq PM
i¼0

~AAqim2ð ~AAi~eel0Þ
PM�i

h¼0

ðd ~AAqÞh

e
i!k

2 ~AAq
PM
k¼0

~AAqkm2ð ~AAk~eel0Þ:

Using the last two estimates in (93) and letting M ! y we get

Py
k¼1

~AAqkm1ð ~AAkl0Þ ¼
Py
k¼0

~AAqðkþ1Þm1ð ~AAkþ1l0Þð94Þ

e m1ðl0Þ þ 2 ~AAq
Py
k¼0

~AAqkm2ð ~AAk~eel0Þ:

Now we will once more do a straight, readable estimate, although it is justified only if read
backwards: when the series in (96) will be shown to converge, we will have proved that the
power q of the maximal function is integrable, which implies that also the first integral we
are about to write is finite. We observe that

Ð
QR0

jDujpðxÞq dxe
Ð

QR0

��M ��jDuð�Þjpð�Þ
�
ðxÞ

��q
dxð95Þ

¼
Ðy
0

qlq�1m1ðlÞ dl ¼
Ðl0

0

½ . . . � dlþ
Ðy
l0

½ . . . � dl

and

Ðl0

0

qlq�1m1ðlÞ dle l
q
0jQR0

j e
ð88Þ

cK sq2
� Ð

Q4R0

jDujpðxÞ dx þ 1
	q

jQR0
j;

where c1 cðn; g1; g2; n;L; qÞ since A1Aðn; g1; g2; n;LÞ. In a similar way we have

Ðy
l0

qlq�1m1ðlÞ dl ¼
Py
n¼0

Ð~AAðnþ1Þl0

~AAnl0

qlq�1m1ðlÞ dle ð ~AAl0Þq Py
n¼0

~AAnqm1ð ~AAnl0Þ:

Again,

ð ~AAl0Þqm1ðl0Þ ¼ ~AAql
q
0m1ðl0Þ e

ð89Þ
cK sql

q�1
0

Ð
Q4R0

jDujpðxÞ dx

e
ð88Þ cK sqjQR0

j
dq�1

� Ð
Q4R0

jDujpðxÞ þ 1 dx
	q

¼ð84Þ
cðn; g1; g2; n;L; qÞK sq2

� Ð
Q4R0

jDujpðxÞ þ 1 dx
	q

jQR0
j:
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Joining the last three estimates to (95) yields

Ð
QR0

jDujpðxÞq dxe cK sq2
� Ð

Q4R0

jDujpðxÞ þ 1 dx
	q

jQR0
jð96Þ

þ ð ~AAl0Þqm1ðl0Þ þ ð ~AAl0ÞqPy
k¼1

~AAkqm1ð ~AAkl0Þ

e
ð94Þ

cK sq2
� Ð

Q4R0

jDujpðxÞ þ 1 dx
	q

jQR0
j

þ 2ð ~AAl0Þqm1ðl0Þ þ 2ð ~AAl0Þq ~AAq
Py
k¼0

~AAqkm2ð ~AAk~eel0Þ

e cK sq2
� Ð

Q4R0

jDujpðxÞ þ 1 dx
	q

jQR0
j

þ cK 2sql
q
0

Py
k¼0

~AAkqm2ð ~AAk~eel0Þ;

where c1 cðn; g1; g2; n;L; qÞ. It remains to estimate the last series.

To this aim, observe that, as before,

Ð
QR0

��M �
1þs

�
jFð�Þjpð�Þ þ 1

�
ðxÞ

��q
dx ¼

Ðy
0

qlq�1m2ðlÞ dl ¼
Ð~eel0

0

½ . . . � dlþ
Ðy
~eel0

½ . . . � dl:

Then

Ð~eel0

0

qlq�1m2ðlÞ dlf ð~eel0Þqm2ð~eel0Þ;

and, using also (90)

Ðy
~eel0

qlq�1m2ðlÞ dl ¼
Py
k¼0

Ð~AAkþ1~eel0

~AAk~eel0

qlq�1m2ðlÞ dl

f
Py
k¼0

m2ð ~AAkþ1~eel0Þ½ð ~AAkþ1~eel0Þq � ð ~AAk~eel0Þq�

¼ ð~eel0ÞqPy
k¼0

~AAðkþ1Þqm2ð ~AAkþ1~eel0Þ½1 � ~AA�q�

f
1

2
ð~eel0ÞqPy

k¼1

~AAkqm2ð ~AAk~eel0Þ:

Combining the last estimates with the maximal inequality (22) we finally get
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1

2q
ð~eel0ÞqPy

k¼1

~AAkqm2ð ~AAk~eel0Þ þ
ð~eel0Þq

q
m2ð~eel0Þ

e
1

q
ð~eel0ÞqPy

k¼0

~AAkqm2ð ~AAk~eel0Þ

e
2

q

Ð
QR0

��M �
1þs

�
jFð�Þjpð�Þ þ 1

�
ðxÞ

��q
dx

e
ð20Þ cðnÞq

ð1 þ sÞðq � 1 � sÞ
Ð

Q4R0

ðjF jpðxÞ þ 1Þq
dx

e
ð43Þ 2qþ1cðnÞq

q � 1

Ð
Q4R0

jF jpðxÞq þ 1 dx:

Using this estimate in (96) and passing to averages we have

� Ð
QR0

jDujpðxÞq dx
	1

qð97Þ

e cK sq
Ð

Q4R0

jDujpðxÞ þ 1 dx þ c
K 2s

~ee

� Ð
Q4R0

jF jpðxÞq dx
	1

q

e
ð81Þ

cK
s2qg1
g1�1

Ð
Q4R0

jDujpðxÞ dx þ cK
s2qg1
g1�1

� Ð
Q4R0

jF jpðxÞq dx þ 1
	1

q

where now c1 cðn; g1; g2; n;L; qÞ. Summarizing what we have done up to now we see that
we have proved estimate (14) for every s as above provided and for every radius ReR0

where R0 satisfies conditions (34), (44), (85) and (86); with e fixed, now (14) follows
choosing ~ss in (41) small enough to meet

se
eðg1 � 1Þ

2qg1

;

thus we may take, see (40),

~ss :¼ eðg1 � 1Þ
2qg1sM

:ð98Þ

Observing that se e implies that

K e
Ð

Q4R

jDujpðxÞ þ jF jpðxÞð1þeÞ
dx þ 2;

we can replace K by this last expression in (14), obtaining the full statement. The estimate
trivially follows for larger values of e since K f 1. Since our reasoning applies to any cube
QR such that ReR0 and Q4R HHW, the fact that jDujpðxÞ A L

q
locðW;RnÞ follows from (14)

via a standard covering argument. We finally remark that the precise way we deduced our
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estimates allows to conclude that, after we chose ~ss A ð0; 1Þ as in (98), the constant c ap-
pearing in (14) does not depend on Du: the dependence on the solution is explicitly com-
puted via the appearance of the quantity K . r

Remark 5. On the radius R0. Our derivation of the estimates is precise enough to
allow an estimate on the radius R0. Suppose for instance that pðxÞ is Hölder continuous,
and therefore oðsÞe csa for some a A ð0; 1Þ: keeping in mind (85) and (86) we get

R0ðeÞA
e

cðn; g1; g2; n;LÞq
cðgÞ

� �1
g�Ð

W

jDujpðxÞ þ jF jpðxÞ dx þ 1
	�eq

g
;

for every g < a. As one may check by tracing the dependence of the constants in (66) and
(76), here cðn; g1; g2; n;L; sÞ is the constant in the weak type Harnack inequality valid for
solutions to p-Laplacean type equations (or systems) introduced in (64). r

Remark 6. A more accurate estimate. One may be more careful with some

exponents, as we remarked after (74): then in (78) a K
s
�

1
4g1

�1
�

appears before ~ee, and filing
some more exponents we would have ended estimate (97) with the power

s2qg1

g1 � 1

replaced by

2sþ sg1

g1 � 1
q � 1 þ 1

4g1

� �

and we would need to reduce ~ss accordingly to an uglier value. r

Proof of Theorem 3. This is essentially the same as the previous one. We sum-
marize it via the following observations: to begin with, Theorem 5 applies in the case of
the pðxÞ-Laplacean system, since it only depends on the monotonicity and growth as-
sumptions imposed on the vector field aðx; �Þ. More precisely, if we define the vector field
a : W� RnN ! RnN as

aa
i ðx; zÞ :¼ jzjpðxÞ�2

za
i ; i A f1; . . . ; ng; a A f1; . . . ;Ngð99Þ

then aðx; zÞ satisfies, with a suitable choice of n and L the assumptions (8), (9) (once recast
in a way that fits the vectorial case and the degenerate structure, that is l; z A RnN , m ¼ 0,
and so on). These are the only ones used in the proof of Theorem 5. Observe that the vector
field in (99) is not of class C1 when pðxÞ < 2; this fact does not a¤ect the proof of Theorem
5; anyway, this lack of regularity, due to the singularity of the sub-quadratic case, can be
easily dealt with via a by now classical approximation argument [1]. When passing to the
proof of Lemma 2, everything goes as before but at the point where the a priori estimate for
the solution of the (frozen) auxiliary problem (61) comes into the play, (66). Due to the
particular structure of the pðxMÞ-Laplacean system

�divðjDujpðxMÞ�2
DuÞ ¼ 0
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estimate (66) is still valid in this case [33], [1], [9]. At this point the rest of the proof proceeds
exactly in the same way, giving the announced dependence of the constants. r
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[30] M. Růžička, Electrorheological fluids: modeling and mathematical theory, Springer Lect. Notes Math. 1748

(2000).
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