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#### Abstract

We prove Calderón and Zygmund type estimates for a class of elliptic problems whose model is the non-homogeneous $p(x)$-Laplacean system $$
-\operatorname{div}\left(|D u|^{p(x)-2} D u\right)=-\operatorname{div}\left(|F|^{p(x)-2} F\right) .
$$

Under optimal continuity assumptions on the function $p(x)>1$ we prove that $$
|F|^{p(x)} \in L_{\mathrm{loc}}^{q} \Rightarrow|D u|^{p(x)} \in L_{\mathrm{loc}}^{q} \quad \forall q>1
$$

Our estimates are motivated by recent developments in non-Newtonian fluidmechanics and elliptic problems with non-standard growth conditions, and are the natural, "non-linear" counterpart of those obtained by Diening and Růžička [12] in the linear case.


## 1. Introduction

In recent years, increasing attention has been paid to the study of the so called generalized Lebesgue spaces $L^{p(x)}\left(\Omega ; \mathbb{R}^{N}\right)$, that is
(1) $L^{p(x)}\left(\Omega ; \mathbb{R}^{N}\right):=\left\{f: \Omega \rightarrow \mathbb{R}^{N}: f\right.$ is measurable and $\left.\int_{\Omega}|f|^{p(x)} d x<\infty\right\}$
where $\Omega \subset \mathbb{R}^{n}$ is a bounded domain and $p: \Omega \rightarrow(1,+\infty)$ is in general taken to be a continuous function (there is no obstruction in taking a more general $p(x)$, but the resulting space has very few properties if no geometric condition on $p$ is imposed). The Luxemburg type norm

$$
\|f\|_{L^{p(x)}\left(\Omega ; \mathbb{R}^{N}\right)}:=\inf \left\{\lambda>0: \int_{\Omega}\left|\frac{f}{\lambda}\right|^{p(x)} d x \leqq 1\right\}
$$

makes $L^{p(x)}$ a Banach space. Accordingly, the generalized $W^{1, p(x)}\left(\Omega ; \mathbb{R}^{N}\right)$ spaces are defined by

$$
W^{1, p(x)}\left(\Omega ; \mathbb{R}^{N}\right):=\left\{u \in L^{p(x)}\left(\Omega ; \mathbb{R}^{N}\right): D u \in L^{p(x)}\left(\Omega ; \mathbb{R}^{n N}\right)\right\}
$$

where $D u$ denotes the gradient of the function $u$. These also become Banach spaces with

$$
\|u\|_{W^{1, p(x)}\left(\Omega ; \mathbb{R}^{N}\right)}:=\|u\|_{L^{p(x)}\left(\Omega ; \mathbb{R}^{N}\right)}+\|D u\|_{L^{p(x)}\left(\Omega ; \mathbb{R}^{n N}\right)}
$$

see [30], [17], [10], [14] for more details and references. Apart from the basic theoretical issues, such spaces are relevant in the study of non-Newtonian fluids. Indeed, the underlying integral energy appearing in the modelling of the so called electrorheological fluids, as conceived by Růžička, and Rajagopal and Růžička [28], [30], [31] in the contest of continuum mechanics, is

$$
\begin{equation*}
\int_{\Omega}|D u|^{p(x)} d x \tag{2}
\end{equation*}
$$

The analysis of such fluids is performed in the space $W^{1, p(x)}\left(\Omega ; \mathbb{R}^{N}\right)$. Moreover, energies of the previous type occur in Homogenization [35], Image Restoration [24] and, more generally, in the modelling of strongly inhomogeneous physical behaviours. Therefore a great deal of work has been developed around variational and elliptic problems with " $p(x)$ growth" that is, involving the energy (2); see also [3], [4] and related references. Very recently, Diening and Růžičcka [12] established estimates of Calderón and Zygmund type for Singular integrals in the spaces $L^{p(x)}$. This eventually led them to give $L^{p(x)}$ versions of a class of results that can be obtained through the use of singular integrals, as e.g. the classical Korn's inequality and some classical estimates for linear problems as, for instance, the so called Bogowsky's lemma: for the equation $\operatorname{div} u=f$, they are able to prove the existence of a solution $u \in W^{1, p(x)}$ provided $f \in L^{p(x)}$ has null mean value. Such analysis allows to give estimates for problems involving second order linear operator with constant coefficients as, for instance, $\triangle u=f$.

In this paper we are going to treat another basic issue concerning the integrability of the gradient, adopting a viewpoint which is "dual" to that in [12]: instead of seeking estimates in the spaces $L^{p(x)}$ for solutions to linear elliptic problems with constant coefficients, we consider classical Lebesgue spaces but we look at the differential operator coming up when considering the energy (2), and therefore the model of electrorheological fluids. Our investigation will involve the non-homogeneous $p(x)$-Laplacean system

$$
\begin{equation*}
-\operatorname{div}\left(|D u|^{p(x)-2} D u\right)=-\operatorname{div}\left(|F|^{p(x)-2} F\right) \quad \text { in } \Omega, \tag{3}
\end{equation*}
$$

whose weak solutions (see Section 2 for precise definitions) are taken in the natural space $W^{1, p(x)}\left(\Omega ; \mathbb{R}^{N}\right)$; the vector field $F$ is initially taken in the natural space $L^{p(x)}\left(\Omega ; \mathbb{R}^{n N}\right)$ and the function $p(x)$ is supposed to be continuous and to satisfy (which is not restrictive for local results)

$$
\begin{equation*}
1<\gamma_{1} \leqq p(x) \leqq \gamma_{2}<\infty \tag{4}
\end{equation*}
$$

We remark that, even in the case $p(x) \equiv$ constant, the approach via singular integrals cannot be used to prove $L^{q}$-estimates for solutions; our results and techniques are indeed in the framework of nonlinear potential theory. If $\omega: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$denotes the modulus of continuity of the function $p(x)$

$$
\begin{equation*}
|p(x)-p(y)| \leqq \omega(|x-y|) \tag{5}
\end{equation*}
$$

then the main assumption on the function $p(x)$ will be

$$
\begin{equation*}
\lim _{R \rightarrow 0} \omega(R) \log \left(\frac{1}{R}\right)=0 \tag{6}
\end{equation*}
$$

This slightly reinforces the condition considered by Diening and Růžička [12], where the right hand side of (6) is supposed to be a finite number rather than zero, see (18), and plays a central role in the regularity analysis of solutions of this kind of problems; it is essentially optimal in order to obtain the results we are going to present, see Remark 2 where our results are restated in the weaker version that can be deduced when (6) is weakened into the condition used by Diening and Růžička. Both conditions have become customary when dealing with the energy (2), see [2], [36]. Here we shall prove integrability results for a class of elliptic problems, that in the model case (3) will lead to establish that for all $q>1$

$$
\begin{equation*}
|F|^{p(x)} \in L_{\mathrm{loc}}^{q}(\Omega) \Rightarrow|D u|^{p(x)} \in L_{\mathrm{loc}}^{q}(\Omega) \tag{7}
\end{equation*}
$$

(Theorems 1 and 3). In the case $p(x) \equiv$ constant, this type of result has been established, in the case of the $p$-Laplacean equation, in the fundamental paper by T. Iwaniec [19]. As far as we know, our result is the first of Calderón and Zygmund type valid for elliptic operators under non-standard growth conditions, see Remark 1 below. Let us remark that such kind of estimate is relevant for the numerical treatment of problems modelled by energies like (2), as e.g. electrorheological fluids: the a priori knowledge of higher integrability of the gradient allows to implement better finite element schemes.

Finally, about the techniques. The main difficulty is the interplay of the nonlinearity and the fact that the system we consider exhibits the so called non-standard growth conditions, see Remark 1 below. In order to deal with such a peculiarity, we shall rely on a new and beautiful method to prove $L^{q}$ estimates introduced by Caffarelli and Peral [7], [8], and based on Calderón and Zygmund type covering arguments and iteration of level sets; this will be combined with a careful localization technique tailored to the non-standard structure of the $p(x)$-Laplacean operator, fine estimates in $L \log ^{\beta} L$ spaces and the use of certain restricted Maximal Operators. We explicitly observe that a consistent part of our efforts here is put in the task of deriving natural local estimates for the gradient of solutions, as similar as possible to those available for the case $p(x) \equiv$ constant: what we shall come up with is a sort of reverse Hölder inequality for $D u(14)$, that keeps into account the nonstandard growth conditions exhibited by the $p(x)$-Laplacean system. As mentioned above, we shall prove gradient estimates for more general elliptic operators whose degenerate structure is similar to (3). We finally remark that we confined our analysis to right-hand side structures as in (3), in order to have the possibility to formulate the regularizing properties of the $p(x)$-Laplacean system in the neat way (7), as customary in the case when $p(x)$ is a constant function [19], [23]. Anyway the arguments presented in this paper allow the treatment of different equations and systems such as

$$
-\operatorname{div}\left(|D u|^{p(x)-2} D u\right)=-\operatorname{div} F, \quad-\operatorname{div}\left(|D u|^{p(x)-2} D u\right)=F,
$$

provided suitable integrability assumptions are made on $F$; the proofs have to be suitably modified according to the different structure coming into the play.
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## 2. Results

General notation. In the sequel $\Omega \subset \mathbb{R}^{n}$ will be a bounded domain; by "cube" we will always mean an open cube with edges parallel to the coordinate axes; when relevant, we will mention the side length, denoting e.g. by $Q_{R}$ a cube with side length equal to $2 R$ : with a slight abuse, we will call $R$ the radius of such cube. Moreover, for $\gamma>0$, we will adopt the convention that $\gamma Q$ or $Q_{\gamma R}$ denote cubes with the same centre as $Q$ or $Q_{R}$, and radius multiplied by $\gamma$. Adopting a usual convention, $c$ will denote a constant whose value may change in any two occurrences, and only the relevant dependences will be specified, as e.g. in $c(\gamma, p)$; particular constants will be denoted by $c_{1}, \tilde{c}$ and the like. For the Lebesgue measure of a measurable set $A$ we shall employ either of the notations

$$
|A|=\operatorname{meas}(A) ;
$$

then we define the mean value on a cube $Q_{R} \subset \Omega$ of a locally integrable function $v \in L_{\mathrm{loc}}^{1}(\Omega)$ by

$$
(v)_{Q_{R}} \equiv(v)_{R} \equiv \int_{Q_{R}} v d x:=\frac{1}{\left|Q_{R}\right|} \int_{Q_{R}} v d x
$$

Structure conditions. For the case of equations $(N=1)$ we shall consider a vector field $a: \Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that $z \mapsto a(\cdot, z)$ belongs to $C^{0}\left(\mathbb{R}^{n}\right) \cap C^{1}\left(\mathbb{R}^{n} \backslash\{0\}\right)$ and the following growth, ellipticity and continuity assumptions, inspired by the energy density $\left(\mu^{2}+|D u|^{2}\right)^{p(x) / 2}$, are satisfied:

$$
\begin{align*}
& v\left(\mu^{2}+|z|^{2}\right)^{(p(x)-2) / 2}|\lambda|^{2} \leqq D_{z} a(x, z) \lambda \otimes \lambda \leqq L\left(\mu^{2}+|z|^{2}\right)^{(p(x)-2) / 2}|\lambda|^{2}  \tag{8}\\
& |a(x, z)-a(y, z)| \leqq L \omega(|x-y|)\left|\log \left(\mu^{2}+|z|^{2}\right)\right|\left(\mu^{2}+|z|^{2}\right)^{(p(x)-1) / 2} \tag{9}
\end{align*}
$$

for every $x, y \in \Omega, z, \lambda \in \mathbb{R}^{n}$, where $v^{-1}, L \in[1, \infty)$ and the parameter $\mu \in[0,1]$ appears to deal simultaneously with the degenerate and the non-degenerate cases (and will be only briefly seen in the remainder of the paper). The function $p: \Omega \rightarrow(1, \infty)$ is supposed to satisfy (4), (5), where the modulus of continuity $\omega: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$satisfies (6); without loss of generality, we assume $\omega(\cdot)$ to be non-decreasing. Observe also that, eventually enlarging $L$ and decreasing $v$, by (8) we can suppose that

$$
\begin{equation*}
|a(x, z)| \leqq L\left(1+|z|^{2}\right)^{(p(x)-1) / 2} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
v\left(\mu^{2}+|z|^{2}\right)^{p(x) / 2}-L \leqq\langle a(x, z), z\rangle \quad \forall x \in \Omega, z \in \mathbb{R}^{n} \tag{11}
\end{equation*}
$$

Weak solutions. Let $F \in L^{p(x)}\left(\Omega ; \mathbb{R}^{n N}\right)$ be a vector field; if $N=1$, we define as a weak solution to the equation

$$
\begin{equation*}
-\operatorname{div} a(x, D u)=-\operatorname{div}\left(|F(x)|^{p(x)-2} F(x)\right) \tag{12}
\end{equation*}
$$

a function $u \in W^{1, p(x)}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega} a(x, D u) D \varphi d x=\int_{\Omega}|F(x)|^{p(x)-2} F(x) D \varphi d x \tag{13}
\end{equation*}
$$

for every test function $\varphi \in W^{1, p(x)}(\Omega)$ with compact support in $\Omega$. In the same way, in $N \geqq 1$, a function $u \in W^{1, p(x)}\left(\Omega ; \mathbb{R}^{N}\right)$ is defined to be a weak solution to the " $p(x)$ Laplacean system" (3) with $F \in L^{p(x)}\left(\Omega ; \mathbb{R}^{n N}\right)$, if and only if

$$
\int_{\Omega}|D u|^{p(x)-2} D u D \varphi d x=\int_{\Omega}|F(x)|^{p(x)-2} F(x) D \varphi d x
$$

holds for every test function $\varphi \in W^{1, p(x)}\left(\Omega ; \mathbb{R}^{N}\right)$ with compact support in $\Omega$. For existence results concerning weak solutions we refer to [30].

Theorem 1. Let $u \in W^{1, p(x)}(\Omega)$ be a weak solution to (12) under the assumptions (4), (6), (8), (9) and let $|F|^{p(x)} \in L_{\mathrm{loc}}^{q}(\Omega)$ for some $q>1$. Then

$$
|D u|^{p(x)} \in L_{\mathrm{loc}}^{q}(\Omega) .
$$

This result is necessarily complemented by the following estimate (which is indeed the proof of Theorem 1).

Theorem 2. Under the assumptions of Theorem 1 , if $\Omega^{\prime} \subset \subset \Omega$ is an open subset and $|F|^{p(x)} \in L^{q}\left(\Omega^{\prime}\right)$ then for every $\varepsilon \in(0, q-1)$ there exists a positive radius $R_{0}>0$, depending on

$$
n, \gamma_{1}, \gamma_{2}, v, L, \varepsilon, q, \omega(\cdot),\left\||D u(\cdot)|^{p(\cdot)}\right\|_{L^{1}(\Omega)},\left\||F(\cdot)|^{p(\cdot)}\right\|_{L^{q}\left(\Omega^{\prime}\right)}
$$

such that, whenever $Q_{4 R} \subset \subset \Omega^{\prime}$ and $R \leqq R_{0}$,

$$
\begin{align*}
\left(\underset{Q_{R}}{f}|D u|^{p(x) q} d x\right)^{\frac{1}{q}} \leqq & c K_{Q_{4 R}}^{f}|D u|^{p(x)} d x  \tag{14}\\
& +c K^{\varepsilon}\left(\underset{Q_{4 R}}{f}|F|^{p(x) q} d x+1\right)^{\frac{1}{q}}
\end{align*}
$$

where $c \equiv c\left(n, \gamma_{1}, \gamma_{2}, v, L, q\right)$ and

$$
\begin{equation*}
K:=\int_{Q_{4 R}}|D u|^{p(x)}+|F|^{p(x)(1+\varepsilon)} d x+1 \tag{15}
\end{equation*}
$$

The previous results extend to weak solutions to the $p(x)$-Laplacean system (3):

Theorem 3. Assume (4), (6) hold and let $u \in W^{1, p(x)}\left(\Omega ; \mathbb{R}^{N}\right)$ be a weak solution to the $p(x)$-Laplacean system (3) such that $|F|^{p(x)} \in L_{\mathrm{loc}}^{q}(\Omega)$ for some $q>1$; then

$$
|D u|^{p(x)} \in L_{\mathrm{loc}}^{q}(\Omega) .
$$

Moreover, estimate (14) holds as for Theorem 1, with $K$ as in (15) and $R_{0}$ and $c$ depending also on $N$.

Now that the statements have been given with all the appropriate localizations, we make an assumption to improve the readability of the proofs: we suppose rightaway that

$$
|F|^{p(x)} \in L^{q}(\Omega):
$$

it would be a boring but very easy task to rewrite the proofs without this assumption.
Remark 1. Comments on the estimate (14). The appearance of $K^{\varepsilon}$, which prevents (14) to be a classical reverse Hölder inequality with increasing support, is essentially due to the fact that the operators we consider are anisotropic with respect to growth and ellipticity exponents; this fact is best framed when set in the following more general context. Let us recall that a vector field $a: \Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ satisfies non-standard growth conditions of $(p, q)$ type when the ellipticity and growth conditions

$$
\begin{equation*}
v\left(\mu^{2}+|z|^{2}\right)^{(p-2) / 2}|\lambda|^{2} \leqq D_{z} a(x, z) \lambda \otimes \lambda \leqq L\left(\mu^{2}+|z|^{2}\right)^{(q-2) / 2}|\lambda|^{2} \tag{16}
\end{equation*}
$$

hold for all $z, \lambda \in \mathbb{R}^{n}, x \in \Omega$, where $1<p<q$ and $v^{-1}, L \in[1, \infty)$. Under a suitable smallness assumption on the ratio $q / p$, solutions to the elliptic equation $\operatorname{div} a(x, D u)=0$ satisfy an estimate of the type

$$
\|D u\|_{L^{q}\left(Q_{R}\right)} \leqq c\|D u\|_{L^{p}\left(Q_{\gamma, R}\right)}^{1+\varepsilon}, \quad \gamma>1
$$

In this case $\varepsilon$ is a fixed, positive quantity depending on $p, q$ in such a way that $\varepsilon \rightarrow 0$ when $q / p \rightarrow 1$. The reader may look at [15], [26] and related references. The estimates we find here obey this general principle: indeed the vector field $a$ we consider in (12) satisfies locally $(p, q)$-growth conditions where $p:=\min _{Q_{4 R}} p(x)$ and $q:=\max _{Q_{4 R}} p(x)$. Since $p(x)$ is a continuous function and the results in Theorems 1, 2 and 3 are local in nature, taking $R$ small enough we may take $\varepsilon$ small at will. We shall give an asymptotic estimate on $R$ in Remark 5 below.

Remark 2. On the sharpness of (6). Assumption (6) is essentially optimal. Indeed the occurrence of

$$
\begin{equation*}
\lim _{R \rightarrow 0} \omega(R) \log \left(\frac{1}{R}\right)=\infty \tag{17}
\end{equation*}
$$

rules out the possibility to prove that $|D u|^{p(x)} \in L^{s}$ for any $s>1$, even in the case $F \equiv 0$; this fact can be inferred from the counterexamples in [36], [27], [18]. On the other hand, just supposing that

$$
\begin{equation*}
\limsup _{R \rightarrow 0} \omega(R) \log \left(\frac{1}{R}\right) \leqq M<\infty \tag{18}
\end{equation*}
$$

leads to establishing that there exists a $\tilde{q} \equiv \tilde{q}(M)>1$ such that Theorems 1 and 2 hold whenever $q \leqq \tilde{q}$; this is essentially the content of Theorem 5 below: a purposeful inspection of the proof reveals that everything works just assuming (18) instead of (6), and that the use of (6) may be clarified as follows: for any $q>1$ there exists $\delta \equiv \delta(q)>0$ such that if

$$
\begin{equation*}
\limsup _{R \rightarrow 0} \omega(R) \log \left(\frac{1}{R}\right) \leqq \delta \tag{19}
\end{equation*}
$$

then Theorems 1 and 2 hold for the chosen $q$. This fact can be deduced from the choice of the quantities made in (85). More precisely, once $n, \gamma_{1}, \gamma_{2}, v, L$ and also the norms $\left\||D u(\cdot)|^{p(\cdot)}\right\|_{L^{1}(\Omega)},\left\||F(\cdot)|^{p(\cdot)}\right\|_{L^{q}(\Omega)}$, that is the data of the problem, are fixed, the quantity $\delta$ depends on $q$. As a consequence, the possibility of getting $L^{q}$ estimates essentially depends on the smallness assumption in (19). Clearly (6) ensures that (19) is satisfied for any choice of $q>1$.

## 3. Preliminary material

In this section we are going to collect a list of preliminary results for later use. Let us start from a restatement of the classical Calderón and Zygmund covering argument; at the same time we shall take the opportunity to add more notation about cubes.

Calderón and Zygmund coverings. Let $Q_{0} \subset \mathbb{R}^{n}$ be a cube; we shall denote with $\mathscr{D}\left(Q_{0}\right)$ the class of all dyadic cubes obtained from $Q_{0}$, that is the class of those cubes, with sides parallel to those of $Q_{0}$, that have been obtained by a positive, finite number of dyadic subdivisions of the cube $Q_{0}$; therefore in particular $Q_{0} \notin \mathscr{D}\left(Q_{0}\right)$. Let us recall a few simple properties of the class $\mathscr{D}\left(Q_{0}\right)$. If $Q_{1}, Q_{2} \in \mathscr{D}\left(Q_{0}\right)$ then either the two cubes are disjoint: $Q_{1} \cap Q_{2}=\emptyset$, or one of the cubes contains the other: $Q_{1} \subseteq Q_{2}$ or $Q_{2} \subseteq Q_{1}$. We shall call $Q_{p}$ "a" predecessor of $Q$ if $Q$ has been obtained from the cube $Q_{p}$ through a finite number of subsequent dyadic subdivision; we shall call $\tilde{Q} \in \mathscr{D}\left(Q_{0}\right)$ "the" predecessor of $Q$ if $Q$ has been obtained by exactly one dyadic subdivision from the original cube $\tilde{Q}$.

Proposition 1. Let $Q_{0} \subset \mathbb{R}^{n}$ be a cube. Assume that $X \subset Y \subset Q_{0}$ are measurable sets satisfying the following conditions: (i) there exists $\delta>0$ such that

$$
|X|<\delta\left|Q_{0}\right|
$$

and: (ii) if $Q \in \mathscr{D}\left(Q_{0}\right)$ then

$$
|X \cap Q|>\delta|Q| \Rightarrow \tilde{Q} \subset Y
$$

where $\tilde{Q}$ denotes the predecessor of $Q$. Then

$$
|X|<\delta|Y| .
$$

The (simple) proof of the previous lemma is a consequence of a Calderón and Zygmund type covering argument and its proof can be found, for instance, in [8].

Maximal operators. Let $Q_{0} \subset \mathbb{R}^{n}$ be a cube. We shall consider, in the following, the Restricted Maximal Function Operator relative to $Q_{0}$. This is defined as

$$
M_{Q_{0}}^{*}(f)(x):=\sup _{Q \subseteq Q_{0}, x \in Q} f_{Q}^{f}|f(y)| d y
$$

whenever $f \in L^{1}\left(Q_{0}\right)$, where $Q$ denotes any cube contained in $Q_{0}$, not necessarily with the same centre, as long as it contains the point $x$. In the same way, if $s>1$ we define

$$
M_{s, Q_{0}}^{*}(f)(x):=\sup _{Q \leftrightarrows Q_{0}, x \in Q}\left(\underset{Q}{f}|f(y)|^{s} d y\right)^{1 / s}
$$

whenever $f \in L^{s}\left(Q_{0}\right)$. We recall the following weak type $(1,1)$ estimate for $M_{Q_{0}}^{*}$ :

$$
\begin{equation*}
\left|\left\{x \in Q_{0}:\left|M_{Q_{0}}^{*}(f)(x)\right| \geqq \lambda\right\}\right| \leqq \frac{c_{W}}{\lambda} \int_{Q_{0}}|f(y)| d y \quad \forall \lambda>0 \tag{20}
\end{equation*}
$$

which is valid for any $f \in L^{1}\left(Q_{0}\right)$; the constant $c_{W}$ depends only on $n$; for this and related issues we refer to [32]. A standard consequence of the previous inequality is then

$$
\begin{equation*}
\int_{Q_{0}}\left|M_{Q_{0}}^{*}(f)(y)\right|^{q} d y \leqq \frac{c(n, q)}{q-1} \int_{Q_{0}}|f(y)|^{q} d y, \quad q>1 \tag{21}
\end{equation*}
$$

The similar estimate for the $M_{s, Q_{0}}^{*}$ operator is

$$
\begin{equation*}
\int_{Q_{0}}\left|M_{s, Q_{0}}^{*}(f)(y)\right|^{q} d y \leqq \frac{c(n) q^{2}}{s(q-s)} \int_{Q_{0}}|f(y)|^{q} d y, \quad q>s \tag{22}
\end{equation*}
$$

which can be deduced from (21), compare [20], Section 7.
The spaces $L \log ^{\beta} \boldsymbol{L}$. The Orlicz space $L \log ^{\beta} L\left(\Omega ; \mathbb{R}^{n}\right)$ is defined via

$$
L \log ^{\beta} L\left(\Omega ; \mathbb{R}^{n}\right):=\left\{f \in L^{1}\left(\Omega ; \mathbb{R}^{n}\right): \int_{\Omega}|f| \log ^{\beta}(e+|f|) d x<\infty\right\}
$$

and it becomes a Banach space with the Luxemburg norm

$$
\|f\|_{L \log ^{\beta} L(\Omega)}:=\inf \left\{\lambda>0: f_{\Omega}^{f}\left|\frac{f}{\lambda}\right| \log ^{\beta}\left(e+\left|\frac{f}{\lambda}\right|\right) d x \leqq 1\right\}
$$

This space embeds in any $L^{p}\left(\Omega ; \mathbb{R}^{n}\right)$, for $p>1$; more precisely, for any $p>1$ the following inequality takes place:

$$
\begin{equation*}
\|f\|_{L \log ^{\beta} L(\Omega)} \leqq c\left(f|f|^{p} d x\right)^{\frac{1}{p}} \quad \forall f \in L \log ^{\beta} L\left(\Omega ; \mathbb{R}^{n}\right) \tag{23}
\end{equation*}
$$

where the constant $c$ only depends on $p$, and blows up when $p \rightarrow 1$ (see (30) below). Here we want to recall a fact, basically due to T. Iwaniec [20], [22], [5]; let us put
where, here and in the following, we adopt the notation

$$
\begin{equation*}
\|f\|_{1}:=\int_{\Omega}|f| d x . \tag{25}
\end{equation*}
$$

The quantity $[f]_{L \log ^{\beta} L(\Omega)}$ is comparable to the Luxemburg norm in $L \log ^{\beta} L\left(\Omega ; \mathbb{R}^{n}\right)$ in the sense that there exists a constant $c \equiv c(\beta) \geqq 1$, independent of $\Omega$ and $f$, such that

$$
\begin{equation*}
c^{-1}\|f\|_{L \log ^{\beta} L(\Omega)} \leqq[f]_{L \log ^{\beta} L(\Omega)} \leqq c\|f\|_{L \log ^{\beta} L(\Omega)} \tag{26}
\end{equation*}
$$

for all $f \in L \log ^{\beta} L\left(\Omega ; \mathbb{R}^{n}\right)$. We shall need these inequalities for the range

$$
\begin{equation*}
\frac{\gamma_{2}}{\gamma_{2}-1} \leqq \beta \leqq \frac{\gamma_{1}}{\gamma_{1}-1}, \tag{27}
\end{equation*}
$$

therefore, since the constant appearing in (26) is continuous with respect to $\beta>0$ [22], [5], we shall assume that the constant $c$ appearing in (26) only depends on $\gamma_{1}$ and $\gamma_{2}$, and is valid for the full range in (27). Taking into account this fact and combining (23) and (26) we find that
for every $f \in L \log ^{\beta} L\left(\Omega ; \mathbb{R}^{n}\right)$ and $\beta$ as in (27); since the integrals are averaged, the previous constant does not depend on $|\Omega|$. More precisely, from the elementary inequality

$$
\begin{equation*}
t \log ^{\beta} t \leqq\left[\frac{\beta}{e(p-1)}\right]^{\beta} t^{p} \quad \forall t \geqq 1, p>1 \tag{29}
\end{equation*}
$$

we infer (see [29] for details) the following asymptotic behaviour as $p \searrow 1$ :

$$
\begin{equation*}
c(p, \beta) \approx\left(\frac{1}{p-1}\right)^{\beta} \tag{30}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
(e+t) \log ^{\beta}(e+t) \leqq c\left(\gamma_{1}, \gamma_{2}\right) \sigma^{-\beta}(e+t)^{1+\sigma / 4} \quad \forall t \geqq 0 \tag{31}
\end{equation*}
$$

for every $\beta$ satisfying (27) and every $0<\sigma<1$. Finally, let us record another elementary inequality that will be useful later on. The concavity of the logarithm gives

$$
\log (e+a b) \leqq \log (e+a)+\log (e+b)
$$

whenever $a$ and $b$ are positive real numbers. Therefore

$$
\begin{equation*}
\log ^{\beta}(e+a b) \leqq 2^{\frac{\gamma_{1}}{1_{1}-1}-1}\left(\log ^{\beta}(e+a)+\log ^{\beta}(e+b)\right) \tag{32}
\end{equation*}
$$

whenever $\beta$ satisfies the right hand side inequality in (27).

Gehring's lemma restated. We shall later need the following version of Gehring's lemma; the dependence of the constants we state below can be inferred from the various proofs reported in the literature, in particular adapting that from [6], Section 4, where the dependence on the constants is carefully exploited (see also [21]).

Theorem 4. Let $Q_{4 R_{0}} \subset \mathbb{R}^{n}$ be a cube and $s, q>1$; let $f \in L^{s}\left(Q_{4 R_{0}} ; \mathbb{R}^{n}\right)$, $\phi \in L^{s q}\left(Q_{4 R_{0}} ; \mathbb{R}^{n}\right)$ be two functions such that

$$
\left(\underset{Q_{R / 2}}{f}|f|^{s} d x\right)^{1 / s} \leqq K \underset{Q_{R}}{f}|f| d x+H\left(\underset{Q_{R}}{f}|\phi|^{s} d x\right)^{1 / s}
$$

for every (not necessarily concentric) cube $Q_{R} \subseteq Q_{4 R_{0}}$, where $K, H>1$. Then the following holds:

$$
\left(\underset{Q_{R / 2}}{f}|f|^{s(1+\sigma)} d x\right)^{\frac{1}{1+\sigma}} \leqq \frac{c(n, s)}{(s-1)^{\frac{1}{1+\sigma}}} f|f|^{s} d x+\frac{c(n, s)}{(s-1)^{\frac{1}{1+\sigma}}}\left(\frac{H}{K}\right)^{s}\left(\underset{Q_{R}}{f}|\phi|^{s(1+\sigma)} d x\right)^{\frac{1}{1+\sigma}}
$$

for all $Q_{R} \subseteq Q_{4 R_{0}}$, where $\sigma>0$ is any number such that

$$
\begin{equation*}
\sigma \leqq \min \left\{\frac{c(n, s)(s-1)}{K^{s q}}, q-1\right\} \tag{33}
\end{equation*}
$$

and $c(n, s)$ is a positive constant.
We remark that the previous result falls far from picking the best possible constant in (33) -indeed the presence of $c(n, s)$ makes the constants not explicit; anyway the estimate above is sufficient for our later purposes.

We conclude the section with the following elementary lemma, whose proof can be promptly adapted from Lemma 2.2 in [11].

Lemma 1. Let $p \in\left[\gamma_{1}, \gamma_{2}\right]$ and $\mu \in(0,1]$; there exists a constant $c \equiv c\left(k, \gamma_{1}, \gamma_{2}\right)$ such that if $v, w \in \mathbb{R}^{k}$ then:

$$
\left(\mu^{2}+|v|^{2}\right)^{\frac{p}{2}} \leqq c\left(\mu^{2}+|w|^{2}\right)^{\frac{p}{2}}+c\left(\mu^{2}+|v|^{2}+|w|^{2}\right)^{\frac{p-2}{2}}|v-w|^{2}
$$

## 4. Proof of the results

General setting, I. Here we begin the proof by fixing some objects and notations that will apply to the end of the paper. We consider a "large" cube $Q_{4 R_{0}} \subset \subset \Omega$; during the developement of the section we shall make several restrictions on the size of $R_{0}$. Using (6) for the second inequality, we shall initially take $R_{0}$ small enough in order to have

$$
\left\{\begin{array}{l}
\omega\left(8 n R_{0}\right) \leqq \sqrt{\frac{n+1}{n}}-1  \tag{34}\\
0<\omega(R) \log \left(\frac{1}{R}\right) \leqq L \quad \forall R \leqq 8 n R_{0}
\end{array}\right.
$$

We start with a preliminary version of Theorem 1, which rests on an application of Gehring's lemma in the spirit of [3], [36]; we need the following exact statement, emphasizing the precise dependence of the constants.

Theorem 5. Let $u \in W^{1, p(x)}(\Omega)$ be a weak solution to (12) under the assumptions (4), (6), (10), (11) and let $F \in L_{\operatorname{loc}}^{p(x) q}\left(\Omega ; \mathbb{R}^{n}\right)$ with $q>1$. There exist constants $c \equiv c\left(n, \gamma_{1}, \gamma_{2}, v, L\right)$ and $c_{g} \equiv c_{g}\left(n, \gamma_{1}, \gamma_{2}, v, L\right)$ such that the following is true: assume $R_{0}$ satisfies (34), let $Q_{4 R_{0}} \subset \subset \Omega$, set

$$
\begin{equation*}
K_{0}:=\int_{Q_{4 R_{0}}}|D u|^{p(x)} d x+1 \tag{35}
\end{equation*}
$$

and let $\sigma>0$ be any number such that

$$
\begin{equation*}
\sigma \leqq \min \left\{\frac{c_{g}}{K_{0}^{\frac{2 q(0)\left(n R_{0}\right)}{\gamma_{1}}}}, q-1,1\right\}=: \sigma_{0} \tag{36}
\end{equation*}
$$

Then for every $Q_{R} \subseteq Q_{4 R_{0}}$ it holds

$$
\begin{equation*}
\left(\underset{Q_{R / 2}}{f}|D u|^{p(x)(1+\sigma)} d x\right)^{\frac{1}{1+\sigma}} \leqq c \underset{Q_{R}}{f}|D u|^{p(x)} d x+c\left(\underset{Q_{R}}{f}|F|^{p(x)(1+\sigma)} d x+1\right)^{\frac{1}{1+\sigma}} \tag{37}
\end{equation*}
$$

Proof. If $Q_{R} \subseteq Q_{4 R_{0}}$ we set

$$
p_{1}:=\inf _{Q_{R}} p(x), \quad p_{2}:=\sup _{Q_{R}} p(x)
$$

then $p_{2}-p_{1} \leqq \omega(2 R \sqrt{n}) \leqq \omega(2 n R)$, and by the first inequality in (34) we have

$$
\begin{equation*}
\frac{p_{2}}{p_{1}} \leqq \sqrt{\frac{n+1}{n}}=: s \tag{38}
\end{equation*}
$$

Now take a cut-off function $\eta \in C_{0}^{\infty}\left(Q_{R}\right)$ such that $0 \leqq \eta \leqq 1, \eta \equiv 1$ on $Q_{R / 2}$ and $D \eta \leqq 4 / R$. We test (13) with $\varphi \equiv \eta^{p_{2}}\left(u-(u)_{R}\right)$ and we estimate the various terms using (10), (11) and Young's inequality:

$$
\begin{gathered}
v \int_{Q_{R}} \eta^{p_{2}}|D u|^{p(x)} d x \leqq c \int_{Q_{R}} \eta^{p_{2}}\langle a(x, D u), D u\rangle+1 d x, \\
\int_{Q_{R}} \eta^{p_{2}-1}\left|\left\langle a(x, D u), D \eta \otimes\left(u-(u)_{R}\right)\right\rangle\right| d x \\
\leqq \zeta \int_{Q_{R}} \eta^{p_{2}}|D u|^{p(x)} d x+c_{\zeta} \int_{Q_{R}} \frac{\left|u-(u)_{R}\right|^{p_{2}}}{R^{p_{2}}}+1 d x, \\
\left.\int_{Q_{R}} \eta^{p_{2}}|\langle | F|^{p(x)-2} F, D u\right\rangle\left.\left|d x \leqq \zeta \int_{Q_{R}} \eta^{p_{2}}\right| D u\right|^{p(x)} d x+c \zeta \int_{Q_{R}}|F|^{p(x)} d x,
\end{gathered}
$$

$$
\begin{aligned}
& \left.\int_{Q_{R}} \eta^{p_{2}-1}|\langle | F|^{p(x)-2} F, D \eta \otimes\left(u-(u)_{R}\right)\right\rangle \mid d x \\
& \quad \leqq c \int_{Q_{R}} \frac{\left|u-(u)_{R}\right|^{p_{2}}}{R^{p_{2}}}+1 d x+c \int_{Q_{R}}|F|^{p(x)} d x
\end{aligned}
$$

where $\zeta \in(0,1)$ and $c \equiv c\left(n, \gamma_{1}, \gamma_{2}, v, L\right)$. Observe that we used the definition of $p_{2}$ to deduce

$$
\tilde{p}:=\frac{p(x)\left(p_{2}-1\right)}{p(x)-1} \geqq p_{2} \quad \forall x \in Q_{R}
$$

and to estimate $\eta^{\tilde{p}} \leqq \eta^{p_{2}}$ in the second inequality. Choosing $\zeta \equiv \zeta\left(n, \gamma_{1}, \gamma_{2}, v, L\right)$ small enough and connecting the previous estimates we obtain the following Caccioppoli type inequality:

$$
\int_{Q_{R / 2}}|D u|^{p(x)} d x \leqq c \int_{Q_{R}} \frac{\left|u-(u)_{R}\right|^{p_{2}}}{R^{p_{2}}}+1 d x+c \int_{Q_{R}}|F|^{p(x)} d x
$$

Averaging and eventually applying Poincaré's inequality by virtue of (38) yields

$$
\begin{aligned}
& \leqq c R^{-2 n \omega(2 n R)}\left(\int_{Q_{R}}|D u|^{\frac{p(x)}{s}} d x\right)^{\frac{s o(2 n R)}{p_{1}}} \\
& \times\left(\underset{Q_{R}}{f}|D u|^{\frac{p(x)}{s}} d x\right)^{s}+c \underset{Q_{R}}{ }|F|^{p(x)}+1 d x \\
& \leqq c K_{0}^{\frac{2 \omega\left(8 n R_{0}\right)}{\gamma_{1}}}\left(\underset{Q_{R}}{f}|D u|^{\frac{p(x)}{s}} d x\right)^{s}+c \underset{Q_{R}}{f}|F|^{p(x)}+1 d x,
\end{aligned}
$$

where $c \equiv c\left(n, \gamma_{1}, \gamma_{2}, v, L\right)$ and $K_{0}$ is as in (35), and in particular $K_{0} \geqq 1$ so we could increase its exponent; we also used the fact that $R^{-\omega(2 n R)} \leqq c(n, L)$ as $0<R \leqq 8 n R_{0}$, by (34). The assertion now follows via Theorem 5 applied with the choice $f \equiv|\overline{D u}|^{p(x) / s}$ and $\phi \equiv\left(|F|^{p(x)}+1\right)^{1 / s}$, keeping into account (33).

Remark 3. A milder assumption. We explicitly remark that we applied Gehring's lemma only with the exponent $s \equiv s(n)$ described in (38); in particular the constant $c_{g}$ above does not in any way depend on $R_{0}, K_{0}, \sigma$. Moreover, to avoid adding another constant to our already overburdened list, we stated Theorem 5 under the assumption (6); indeed, the result holds as soon as we assume the weaker (18) instead, but then the general-purpose letter $L$ in the second inequality of (34) should be replaced by, say, $M+1$, and the constant $c$ (but not $c_{g}$ ) would depend also on $M$.

General setting, II. We remark that since $K_{0} \geqq 1$ we have for every $K \geqq K_{0}$

$$
\begin{equation*}
\sigma_{0} \geqq \min \left\{1, q-1, c_{g}\right\} K^{-\frac{2 q \rho\left(8 n R_{0}\right)}{\gamma_{1}}} \tag{39}
\end{equation*}
$$

Now let us set

$$
K_{M}:=\int_{\Omega}|D u|^{p(x)}+|F|^{p(x) q}+2 d x+1
$$

(this will be larger than all the different versions of $K$ we have met or will meet) and

$$
\sigma_{m}:=\min \left\{\frac{c_{g}}{K_{M}^{\frac{2 q\left(\gamma_{2}-\gamma_{1}\right)}{\gamma_{1}}}}, \frac{q-1}{2}, 1\right\}>0, \quad \sigma_{M}:=c_{g}+q
$$

Clearly, with $K \leqq K_{M}$, we will always have

$$
\begin{equation*}
\sigma_{m} \leqq \sigma_{0} \leqq \sigma_{M} \tag{40}
\end{equation*}
$$

Now we are going to bound the maximal size of a quantity, $\sigma>0$, that we shall later use as a higher integrability exponent. We shall pick $\sigma$ of the form

$$
\begin{equation*}
\sigma:=\tilde{\sigma} \sigma_{0}, \quad 0<\tilde{\sigma}<\min \left\{\gamma_{1}-1,1 / 2\right\} \tag{41}
\end{equation*}
$$

where $\sigma_{0}$ is the one appearing in (36). In particular by (39) for all $\beta$ satisfying (27) and all $K \geqq K_{0}$

$$
\begin{equation*}
\sigma^{-\beta} \leqq c \tilde{\sigma}^{-\beta} K^{\beta^{\frac{2 q \omega\left(8 n R_{0}\right)}{\gamma_{1}}}} \leqq c\left(n, \gamma_{1}, \gamma_{2}, v, L, q\right) \tilde{\sigma}^{-\beta} K^{\frac{2 q \omega\left(8 n R_{0}\right)}{\gamma_{1}-1}} \tag{42}
\end{equation*}
$$

We also remark that by (36) and (41)

$$
\begin{equation*}
\sigma<\frac{q-1}{2} \tag{43}
\end{equation*}
$$

Before proceeding we describe the plot of what will follow, introducing some characters: we feel that this is necessary at this time, because we will proceed with an estimate containing several quantities labeled as "to be determined later," and we will make restrictions on some of them based on the size of some others, and only at the very end the values will be actually determined in order to make everything work. The suspect might arise that in all this reciprocal influence some bug could be creeping, so we show our cards in advance: the proof should be read backwards, but of course it would be totally unreadable should the estimates be derived from the end back. We will take the number $\varepsilon$ in the statement of Theorem 2, then, see (98), we will determine the value of $\tilde{\sigma}$ depending on $\varepsilon$ (and the data of the problem, such as $n, \gamma_{1}$ and so on), small enough as to satisfy a condition depending on $\gamma_{1}$, see (98). Therefore the quantities $\sigma_{m}, \sigma_{M}$ and especially $\tilde{\sigma}$ should not be regarded as unknown or to be determined. In the next lemma we will determine, see (77), a quantity $A$ depending only on the data of the problem and later, see (83), we will meet a quantity $\delta_{1}$ which only depends on the data and $K_{M}$; this $\delta_{1}$ will in turn determine a radius $R_{1}$, see (79), which we use to further bound $R_{0}$; from $R_{0}$, thus bounded, we will deduce the values of $K$ and of $\sigma_{0}$, which will complete the determination of $\sigma$; finally from all the above we will deduce, see (84), the value of a quantity that will be called $\delta$, and which will provide us a value for $\tilde{\varepsilon}$, see ( 81 ). We are now ready to proceed with the proof.

With the size of $\sigma$ initially bounded by (41), let us come back to the "large" cube $Q_{4 R_{0}}$, making further restrictions on the size of $R_{0}$, in addition to those already considered in (34). We shall require that

$$
\begin{equation*}
\max \left\{2 q \omega\left(8 n R_{0}\right), \frac{2 q \omega\left(8 n R_{0}\right)}{\gamma_{1}-1}\right\} \leqq \frac{\tilde{\sigma} \sigma_{m}}{4} \tag{44}
\end{equation*}
$$

Note that such restriction leaves $R_{0}$ only depending on $n, \gamma_{1}, \gamma_{2}, v, L, q$, the norms $\left\||D u(\cdot)|^{p(\cdot)}\right\|_{L^{1}(\Omega)},\left\||F(\cdot)|^{p(\cdot)}\right\|_{L^{q}(\Omega)}$ and the smallness parameter $\tilde{\sigma}$. From (41), (44) and the definition of $\sigma_{m}$ it immediately follows that

$$
\begin{equation*}
\omega\left(8 n R_{0}\right) \leqq \max \left\{2 q \omega\left(8 n R_{0}\right), \frac{2 q \omega\left(8 n R_{0}\right)}{\gamma_{1}-1}\right\} \leqq \frac{\tilde{\sigma} \sigma_{m}}{4} \leqq \frac{\tilde{\sigma} \sigma_{0}}{4}=\frac{\sigma}{4} \tag{45}
\end{equation*}
$$

We finally remark that since $\sigma<(q-1) / 2$ then $F(x) \in L^{p(x)(1+\sigma)}\left(Q_{4 R_{0}} ; \mathbb{R}^{n}\right)$. As a consequence of the previous choices we can apply Theorem 5 in order to deduce that

$$
\begin{equation*}
\int_{Q_{2 R_{0}}}|D u|^{p(x)(1+\sigma)} d x<\infty \tag{46}
\end{equation*}
$$

a higher integrability property that we shall use several times in the following. Moreover, we shall always use Theorem 5 under the previous restrictions on $R_{0}$ and $\sigma$; further restrictions will be done on the size of $R_{0}$, starting right now: the complexity of the statement reflects the interplay of constants which we unveiled above.

Lemma 2. Let $u \in W^{1, p(x)}(\Omega)$ be a weak solution to (12) under the assumptions (4), (6), (8), (9), and let $\lambda \geqq 1$ and $0<\tilde{\sigma}<1$ as in (41). There exists a constant $A \equiv A\left(n, \gamma_{1}, \gamma_{2}, v, L\right) \geqq 2$, independent of $\lambda, \tilde{\sigma}, u, a, F$, such that for every $\delta_{1}>0$ there exists

$$
R_{1} \equiv R_{1}\left(n, \gamma_{1}, \gamma_{2}, v, L, q, \tilde{\sigma}, \delta_{1}\right)>0
$$

such that: if $R_{0} \leqq R_{1}$ satisfies (34), (44) and $K_{0}, \sigma_{0}$ are as in (35), (36), setting $\sigma=\tilde{\sigma} \sigma_{0}$ and

$$
\begin{equation*}
K:=\int_{Q_{4 R_{0}}}|D u|^{p(x)}+|F|^{p(x)(1+\sigma)} d x+1 \tag{47}
\end{equation*}
$$

then for every $\delta \geqq \delta_{1}$ there exists $\tilde{\varepsilon}>0$, independent of $\lambda$, such that the following holds:
If $Q \in \mathscr{D}\left(Q_{R_{0}}\right)$ satisfies

$$
\begin{align*}
& \operatorname{meas}\left(Q \cap \left\{x \in Q_{R_{0}}: M^{*}\left(|D u(\cdot)|^{p(\cdot)}\right)(x)>A K^{\sigma} \lambda,\right.\right.  \tag{48}\\
& \\
& \left.\left.M_{1+\sigma}^{*}\left(|F(\cdot)|^{p(\cdot)}+1\right)(x)<\tilde{\varepsilon} \lambda\right\}\right)>\delta|Q|
\end{align*}
$$

then its predecessor $\tilde{Q}$ satisfies

$$
\begin{equation*}
\tilde{Q} \subseteq\left\{x \in Q_{R_{0}}: M^{*}\left(|D u(\cdot)|^{p(\cdot)}\right)(x)>\lambda\right\} \tag{49}
\end{equation*}
$$

where

$$
M^{*} \equiv M_{Q_{4 R_{0}}}^{*}, \quad M_{1+\sigma}^{*} \equiv M_{1+\sigma, Q_{4 R_{0}}}^{*}
$$

denote the restricted Maximal Function Operators relative to $Q_{4 R_{0}}$.
Proof. Step 1: beginning. We warn that we increased in places the values of some constants, e.g. replacing $\sqrt{n}$ by $n$, for clearness of reading (and as long as it does not invalidate the estimates): we could have been more accurate, but the result (Theorems 1 and 2) would still be the same, only the exponents we would have gotten have now a much better look, see Remark 6 . We also repeatedly use the fact that for $a, b \geqq 0$

$$
\frac{1}{c}\left(a^{\alpha}+b^{\alpha}\right) \leqq(a+b)^{\alpha} \leqq c\left(a^{\alpha}+b^{\alpha}\right)
$$

with $c=1+2^{\alpha-1}$.
The proof goes by contradiction; the constants $A, \tilde{\varepsilon}$ and $R_{1}$ will be chosen towards the end, see (77), (79), (81) and Remark 4 below. The only restrictions on $R_{0}$ at this stage are (34) and (44). Suppose (49) is not satisfied although (48) holds; in this case there exists $x_{0} \in \tilde{Q}$ such that
for all cubes $C \subseteq Q_{4 R_{0}}$ such that $x_{0} \in C$. Let us set $S:=2 \tilde{Q}$; observe that $Q$ was obtained from $Q_{R_{0}}$ by at least one subdivision, thus $\tilde{Q} \subseteq Q_{R_{0}}$ and $S \subseteq Q_{2 R_{0}}$ : as a consequence

$$
s:=\operatorname{diam}(2 S) \leqq 8 n R_{0}
$$

a fact that we shall use in the following. We observe that (50) gives

$$
\begin{equation*}
\underset{2 S}{f}|D u|^{p(x)} d x \leqq \lambda \tag{51}
\end{equation*}
$$

because $2 S \subseteq Q_{4 R_{0}}$ and $x_{0} \in 2 S$. Moreover, since (48) is in force we have that

$$
\begin{equation*}
\left|\left\{x \in Q: M_{1+\sigma}^{*}\left(|F(\cdot)|^{p(\cdot)}+1\right)(x)<\tilde{\varepsilon} \lambda\right\}\right|>0 \tag{52}
\end{equation*}
$$

and therefore the last set is not empty, thus by the definition of $M_{1+\sigma}^{*}$ it follows

$$
\begin{equation*}
\left(\underset{S}{f}\left(|F|^{p(x)}+1\right)^{1+\sigma} d x\right)^{\frac{1}{1+\sigma}}<\tilde{\varepsilon} \lambda, \quad\left(\underset{2 S}{f}\left(|F|^{p(x)}+1\right)^{1+\sigma} d x\right)^{\frac{1}{1+\sigma}}<\tilde{\varepsilon} \lambda . \tag{53}
\end{equation*}
$$

Let us derive some useful preparatory estimates; let

$$
\begin{equation*}
p_{1}:=\min _{\overline{2 S}} p(x), \quad p_{2}:=p\left(x_{M}\right)=\max _{\overline{2 S}} p(x), \quad x_{M} \in \overline{2 S} \tag{54}
\end{equation*}
$$

observe that the numbers $p_{1}$ and $p_{2}$ depend on the selected cube $Q$ and vary when $Q$ varies in $\mathscr{D}\left(Q_{R_{0}}\right)$. Since $2 S \equiv 4 \tilde{Q} \subseteq Q_{4 R_{0}}$ we get

$$
\begin{align*}
p_{2} & =\left(p_{2}-p_{1}\right)+p_{1} \\
& \leqq \omega(s)+p_{1} \\
& \leqq p_{1}(1+\omega(s)) \\
& \leqq p(x)(1+\omega(s))  \tag{55}\\
& \leqq p(x)(1+\omega(s)+\sigma / 4) \\
& \leqq p(x)(1+\sigma) \quad \forall x \in 2 S, \tag{56}
\end{align*}
$$

where we used (45) in the last estimate. Also, since (41) implies $\sigma \leqq p_{1}-1$,

$$
\begin{align*}
p_{2}(1+\sigma / 4) & \leqq\left(p_{1}+\omega(s)\right)(1+\sigma / 4) \\
& \leqq p_{1}(1+\sigma / 4+\omega(s))  \tag{57}\\
& \leqq p(x)(1+\sigma / 4+\omega(s)) \\
& \leqq p(x)(1+\sigma) . \tag{58}
\end{align*}
$$

Now, since $\omega(s) \leqq \sigma / 4$ by (45), we can use Theorem 5 and formula (37) as follows:

$$
\begin{align*}
& \underset{S}{f}|D u|^{p_{2}} d x \leqq f_{S}|D u|^{p_{2}}+1 d x  \tag{59}\\
& \stackrel{(55)}{\leqq} 2 \underset{S}{f}|D u|^{p(x)(1+\omega(s))}+1 d x \\
& \stackrel{(37),(45)}{\leqq} c\left(\underset{2 S}{f}|D u|^{p(x)}+1 d x\right)^{1+\omega(s)}+c \underset{2 S}{f}\left(|F|^{p(x)}+1\right)^{1+\omega(s)} d x \\
& \leqq c\left(\int_{2 S}|D u|^{p(x)}+1 d x\right)^{\omega(s)} s^{-n \omega(s)} \times \int_{2 S}|D u|^{p(x)}+1 d x \\
& +c\left(\int_{2 S}|F|^{p(x)(1+\omega(s))}+1 d x\right)^{\frac{\omega(s)}{1+\omega(s)} S^{-n o(s)}} \\
& \times\left(\underset{2 S}{f}|F|^{p(x)(1+\omega(s))}+1 d x\right)^{\frac{1}{1++(s)}} \\
& \stackrel{(45)}{\leqq} c K^{\frac{\sigma}{4}} \underset{2 S}{f}|D u|^{p(x)}+1 d x+c K^{\frac{\sigma}{4}}\left(\underset{2 S}{f}|F|^{p(x)(1+\sigma)}+1 d x\right)^{\frac{1}{1+\sigma}} \\
& \stackrel{(51),(53)}{\leqq} c\left(n, \gamma_{1}, \gamma_{2}, v, L\right) K^{\frac{\sigma}{4}} \lambda .
\end{align*}
$$

We crucially used the fact that $s^{-n \omega(s)}$ stays bounded as $0<s<8 n R_{0}$, by (34); in the last estimates we used Hölder's inequality, since $\omega(s) \leqq \sigma / 4$, and the facts that $\lambda \geqq 1$ and $\tilde{\varepsilon}<1$. A rewriting of the previous estimates with a different aim gives

$$
\begin{align*}
& \int_{S}|D u|^{p_{2}} d x \leqq c\left(\int_{2 S}|D u|^{p(x)}+1 d x\right)^{\omega(s)} s^{-n \omega(s)} \int_{2 S}|D u|^{p(x)}+1 d x  \tag{60}\\
&+c \int_{2 S}|F|^{p(x)(1+\omega(s))}+1 d x \\
& \leqq c K^{\frac{\sigma}{4}} \int_{2 S}|D u|^{p(x)}+|F|^{p(x)(1+\sigma)}+1 d x \\
& \leqq c\left(n, \gamma_{1}, \gamma_{2}, v, L\right) K^{1+\frac{\sigma}{4}}
\end{align*}
$$

Step 2: a comparison function. By (59) it follows that $u \in W^{1, p_{2}}(S)$, therefore we are able to define $w \in\left(u+W_{0}^{1, p_{2}}(S)\right) \cap W^{1, p_{2}}(S)$ as the unique solution to the following Dirichlet problem:

$$
\begin{cases}\int_{S} a\left(x_{M}, D w\right) D \varphi d x=0 & \forall \varphi \in W_{0}^{1, p_{2}}(S),  \tag{61}\\ w=u & \text { on } \partial S,\end{cases}
$$

where the point $x_{M} \in \overline{2 S}$ was found according to (54); it is harmless that it may happen that $x_{M} \notin S$. The vector field $z \mapsto a\left(x_{M}, z\right)$ satisfies the following growth and coercivity conditions (with respect to the $z$ variable)

$$
\begin{equation*}
c^{*}(v)\left(\mu^{2}+\left|z_{1}\right|^{2}+\left|z_{2}\right|^{2}\right)^{\frac{p_{2}-2}{2}}\left|z_{2}-z_{1}\right|^{2} \leqq\left\langle a\left(x_{M}, z_{2}\right)-a\left(x_{M}, z_{1}\right), z_{2}-z_{1}\right\rangle \tag{62}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|a\left(x_{M}, z\right)\right| \leqq L\left(1+|z|^{2}\right)^{\frac{p_{2}-1}{2}}, \quad v|z|^{p_{2}} \leqq\left\langle a\left(x_{M}, z\right), z\right\rangle+c(L) \tag{63}
\end{equation*}
$$

for every $z, z_{1}, z_{2} \in \mathbb{R}^{n N}$ and $c^{*} \equiv c^{*}\left(n, \gamma_{1}, \gamma_{2}, v\right)>0$. The first inequality is a standard consequence of (8) and of Lemmas 2.1 and 2.2 from [1], which work for any $p \geqq 1$; a bit of care is required here, since $z \mapsto a\left(x_{M}, z\right)$ is only $C^{1}\left(\mathbb{R}^{n} \backslash\{0\}\right)$. The inequalities in (63) trivially follow from (10) and (11), respectively. Since $u \in W^{1, p_{2}}(S)$, by (62), (63) the existence of $w$ follows from the standard theory of Leray-Lions operators; uniqueness follows from strong monotonicity, (62). As a consequence of the standard regularity theory for degenerate elliptic equations of the type in (61), recalling that $S=2 \tilde{Q}$, the following estimate holds true:

$$
\begin{equation*}
\sup _{\frac{3}{2} \tilde{Q}}\left(\mu^{2}+|D w|^{2}\right)^{\frac{p_{2}}{2}} \leqq c\left(n, \gamma_{1}, \gamma_{2}, v, L\right) f_{S}\left(\mu^{2}+|D w|^{2}\right)^{\frac{p_{2}}{2}} d x . \tag{64}
\end{equation*}
$$

The validity of the previous estimate, and in particular the fact that the constant $c$ can be chosen independent of $p_{2}$, specifying its dependence only on the bounds $\gamma_{1}, \gamma_{2}$, can be deduced e.g. looking at [25]; although cubes are replaced by balls in [25], the previous inequality can be easily proved by using cubes instead of balls everywhere in the proofs. Also observe that such estimate is usually obtained for the case when the supremum at the left hand side is computed over a smaller subset, namely $\frac{1}{2} S \equiv \tilde{Q}$; by an easy covering argument one sees that the supremum in estimate (64) may be computed over any subset of the
type $\gamma S$, for any $\gamma<1$, the constant $c$ appearing on the right hand side eventually depending on $\gamma$ and blowing up when $\gamma \rightarrow 1$.

Let us test (61) with $\varphi:=u-w$; by (62) and (63) we get

$$
\begin{aligned}
v \int_{S}|D w|^{p_{2}} d x & \leqq c \int_{S}\left\langle a\left(x_{M}, D w\right), D w\right\rangle+1 d x \\
& =c \int_{S}\left\langle a\left(x_{M}, D w\right), D u\right\rangle+1 d x \\
& \leqq c \int_{S}(1+|D w|)^{p_{2}-1}|D u|+1 d x
\end{aligned}
$$

and observing that $\gamma_{1} \leqq p_{2} \leqq \gamma_{2}$ and applying Young's inequality we conclude with

$$
\begin{equation*}
\underset{S}{f}|D w|^{p_{2}} d x \leqq c\left(n, \gamma_{1}, \gamma_{2}, v, L\right) \underset{S}{f}|D u|^{p_{2}}+1 d x . \tag{65}
\end{equation*}
$$

Combining this last estimate with (64) and then with (59), and using the fact that $\lambda \geqq 1$, we also infer

$$
\begin{align*}
\sup _{\frac{3}{2} \tilde{Q}}\left(\mu^{2}+|D w|^{2}\right)^{\frac{p_{2}}{2}} & \leqq c\left(n, \gamma_{1}, \gamma_{2}, v, L\right){\underset{S}{S}}|D u|^{p_{2}}+1 d x  \tag{66}\\
& \leqq c_{1} K^{\sigma / 4} \lambda \leqq c_{1} K^{\sigma} \lambda
\end{align*}
$$

where $c_{1} \equiv c_{1}\left(n, \gamma_{1}, \gamma_{2}, v, L\right)$; this constant $c_{1}$ will play a central role in the determination of the constant $A$, see (77).

Step 3: a comparison estimate. Our next aim is to derive an estimate for the quantity

$$
I:=\int_{S}\left(\mu^{2}+|D u|^{2}+|D w|^{2}\right)^{\frac{p_{2}-2}{2}}|D u-D w|^{2} d x
$$

Using (62) and the fact that both $u$ and $w$ are weak solutions, of (12) and (61) respectively, while $u=w$ on $\partial S$, we get

$$
\begin{align*}
c^{*} I \leqq & \int_{S}\left\langle a\left(x_{M}, D u\right)-a\left(x_{M}, D w\right), D u-D w\right\rangle d x  \tag{67}\\
= & \int_{S}\left\langle a\left(x_{M}, D u\right), D u-D w\right\rangle d x \\
= & \int_{S}\left\langle a\left(x_{M}, D u\right)-a(x, D u), D u-D w\right\rangle d x \\
& \left.+\left.\int_{S}\langle | F\right|^{p(x)-2} F, D u-D w\right\rangle d x=: I I+I I I
\end{align*}
$$

where $c^{*}$ is the constant appearing in (62). We will estimate the quantities $I I$ and $I I I$; since we use (9), where we find the logarithm of an elaborate quantity which may be less than 1 , we employ in this estimate (and in a single line further on) the notation $|\log |^{\alpha} x$ instead of $|\log x|^{\alpha}$. Using (9) and Hölder's inequality we have, still with $s=\operatorname{diam}(2 S)$,

$$
\begin{align*}
& I I \leqq c \omega(s) \int_{S}(\mu+|D u|)^{p_{2}-1}|\log |(\mu+|D u|)|D u-D w| d x  \tag{68}\\
& \leqq c \omega(s)\left(\int_{S}(\mu+|D u|)^{p_{2}}|\log |^{\frac{p_{2}}{p_{2}-1}}(\mu+|D u|) d x\right)^{\frac{p_{2}-1}{p_{2}}} \\
& \times\left(\int_{S}|D u-D w|^{p_{2}} d x\right)^{\frac{1}{p_{2}}} \\
& \stackrel{(65)}{\leqq} c \omega(s)\left(\int_{S}(\mu+|D u|)^{p_{2}}|\log |^{\frac{p_{2}}{p_{2}-1}}(\mu+|D u|) d x\right)^{\frac{p_{2}-1}{p_{2}}} \\
& \times\left(\int_{S}|D u|^{p_{2}}+1 d x\right)^{\frac{1}{p_{2}}}
\end{align*}
$$

where $c \equiv c\left(n, \gamma_{1}, \gamma_{2}, \nu, L\right)$. We remark that by (46) and (58) it also follows that

$$
(\mu+|D u|)^{p_{2}}|\log |^{\frac{p_{2}}{p_{2}-1}}(\mu+|D u|) \in L^{1}(S)
$$

and therefore the last quantity in (68) is finite; this fact will be exploited in a few lines. Before continuing with estimate (68) let us point out a preliminary inequality; we have

$$
\begin{align*}
& \left(f_{2 S}|F|^{p(x)(1+\sigma / 4+\omega(s))} d x\right)^{\frac{1}{1+\sigma / 4}}  \tag{69}\\
& \quad \leqq c\left(\int_{2 S}|F|^{p(x)(1+\sigma / 4+\omega(s))} d x\right)^{\frac{\omega(s)}{(1+\sigma / 4)(1+\sigma / 4+\omega(s))}} \\
& \quad \times S^{\frac{-n \omega(s)}{1+\sigma / 4)(1+\sigma / 4+\omega(s))}}\left(\underset{2 S}{f}|F|^{p(x)(1+\sigma / 4+\omega(s))} d x\right)^{\frac{1}{1+\sigma / 4+\omega(s)}} \\
& \quad \leqq c K^{\frac{g}{4}}\left(\int_{2 S}|F|^{p(x)(1+\sigma)} d x\right)^{\frac{1}{1+\sigma}}
\end{align*}
$$

where $c \equiv c(n, L)$. Again, we used that $s^{-n \omega(s)}$ stays bounded as $0<s<8 n R_{0}$ by (34), and we used that $\omega(s) \leqq \sigma / 4$ to apply Hölder's inequality in the last estimate. Now we set

$$
\begin{equation*}
\beta:=\frac{p_{2}}{p_{2}-1} \in\left[\frac{\gamma_{2}}{\gamma_{2}-1}, \frac{\gamma_{1}}{\gamma_{1}-1}\right] . \tag{70}
\end{equation*}
$$

Observe that $\beta$ satisfies (27) and therefore (32) is available. In the same range for $\beta$ and with $\gamma_{1} \leqq p_{2} \leqq \gamma_{2}$ we also have

$$
t^{p_{2}}|\log |^{\beta} t \leqq c\left(\gamma_{1}, \gamma_{2}\right), \quad 0<t \leqq e
$$

We recall that by our definition (25)

Still with $s=\operatorname{diam}(2 S)$, we now estimate the term

$$
\int_{S}(\mu+|D u|)^{p_{2}} \log ^{\beta}(\mu+|D u|) d x
$$

appearing in (68); we may assume that $|D u(x)| \geqq e$ on a set of positive measure in $S$, otherwise the term is estimated simply by $c|S| \leqq c s^{n}$. Then, we have:

$$
\begin{aligned}
& \stackrel{(31),(37),(42),(56)}{\leqq} c(q) \tilde{\sigma}^{-\beta} K^{\frac{2 q \omega\left(8 n R_{0}\right)}{\gamma_{1}-1}} s^{n}\left(\underset{2 S}{f}|D u|^{p(x)} d x\right)^{\frac{(1+\sigma / 4 / \omega(s))}{1+\sigma / 4}} \\
&+c(q) \tilde{\sigma}^{-\beta} K^{\frac{2 q \omega\left(8 n R_{0}\right)}{\gamma_{1}-1}} s^{n}\left(\underset{2 S}{f}|F|^{p(x)(1+\sigma / 4+\omega(s))} d x\right)^{\frac{1}{1+\sigma / 4}} \\
&+c \log ^{\beta}\left(\frac{1}{s}\right) s^{n} \underset{S}{f}|D u|^{p_{2}} d x \\
&+c(q) \tilde{\sigma}^{-\beta} K^{\frac{2 q \omega\left(8 n R_{0}\right)}{\gamma_{1}-1}} s^{n}\left(1+\int_{S}|D u|^{p_{2}} d x\right)^{\frac{\sigma}{4}} f|D u|^{p_{2}} d x \\
&+c(q) \tilde{\sigma}^{-\beta} K^{\frac{2 q \omega\left(8 R_{1} R_{0}\right)}{\gamma_{1}-1}} s^{n}
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{(45),(69)}{\leqq} c \tilde{\sigma}^{-\beta} K^{\frac{\sigma}{4}} S^{-n \omega(s)}\left(\int_{2 S}|D u|^{p(x)} d x\right)^{\frac{\omega(s)}{1+\sigma / 4}} \times \int_{2 S}|D u|^{p(x)} d x \\
& \quad+c \tilde{\sigma}^{-\beta} K^{\frac{\sigma}{2}} S^{n}\left(f_{2 S}|F|^{p(x)(1+\sigma)} d x\right)^{\frac{1}{1+\sigma}}
\end{aligned}
$$

$$
\begin{aligned}
& \int_{S}(\mu+|D u|)^{p_{2}} \log ^{\beta}(\mu+|D u|) d x \\
& \leqq \int_{\{x:|D u| \geqq e\}}(\mu+|D u|)^{p_{2}} \log ^{\beta}\left(\mu+|D u|^{p_{2}}\right) d x+c s^{n} \\
& \leqq c s^{n} \underset{S}{f}|D u|^{p_{2}} \log ^{\beta}\left(e+|D u|^{p_{2}}\right) d x+c s^{n}
\end{aligned}
$$

$$
\begin{aligned}
& +c s^{n} \underset{S}{f}|D u|^{p_{2}} \log ^{\beta}\left(e+\left\||D u|^{p_{2}}\right\|_{1}\right) d x+c s^{n} \\
& \stackrel{(28),(30)}{\leqq} c \sigma^{-\beta} s^{n}\left(f_{S}|D u|^{p_{2}(1+\sigma / 4)} d x\right)^{\frac{1}{1+\sigma / 4}} \\
& +c \log ^{\beta}\left(s^{-n} e+s^{-n} \int_{S}|D u|^{p_{2}} d x\right) \int_{S}|D u|^{p_{2}} d x+c s^{n} \\
& \stackrel{(57)}{\leqq} c \sigma^{-\beta} s^{n}\left(1+\int_{S}|D u|^{p(x)(1+\sigma / 4+\omega(s))} d x\right)^{\frac{1}{1+\sigma / 4}} \\
& +c \log ^{\beta}\left(\frac{1}{s}\right) \int_{S}|D u|^{p_{2}} d x \\
& +c\left(e+\int_{S}|D u|^{p_{2}} d x\right) \log ^{\beta}\left(e+\int_{S}|D u|^{p_{2}} d x\right)+c s^{n}
\end{aligned}
$$

$$
\begin{aligned}
& +c \log ^{\beta}\left(\frac{1}{s}\right) s^{n} \underset{S}{f}|D u|^{p_{2}} d x \\
& +c \tilde{\sigma}^{-\beta} K^{\frac{\sigma}{4}} S^{n}\left(1+\int_{S}|D u|^{p_{2}} d x\right)^{\frac{\sigma}{4}} f|D u|^{p_{2}} d x \\
& +c \tilde{\sigma}^{-\beta} K^{\frac{\sigma}{4}} S^{n} \\
& \stackrel{\text { (see below) }}{\leqq} c \tilde{\sigma}^{-\beta} K^{\frac{\sigma}{2}} s^{n} \lambda \\
& +c \log ^{\beta}\left(\frac{1}{s}\right) s^{n} K^{\frac{\sigma}{4}} \lambda+c \tilde{\sigma}^{-\beta} K^{\frac{\sigma}{2}+\frac{\sigma}{4}\left(1+\frac{\sigma}{4}\right)} s^{n} \lambda+c \tilde{\sigma}^{-\beta} K^{\frac{\sigma}{4}} S^{n} \\
& \leqq c\left(n, \gamma_{1}, \gamma_{2}, v, L\right) \log ^{\beta}\left(\frac{1}{s}\right) K^{\sigma} s^{n} \lambda \\
& +c\left(n, \gamma_{1}, \gamma_{2}, v, L, q\right) \tilde{\sigma}^{-\beta} K^{\sigma} s^{n} \lambda .
\end{aligned}
$$

In the second-last and last estimates we used (45), (51), (53), (59) and (60); as before, we used that $s^{-n \omega(s)}$ stays bounded as $0<s<8 n R_{0}$ by (34), and also (several times) that $\lambda, K \geqq 1$. Before proceeding, let us point out that the use of the quantity $[f]_{L \log ^{\beta} L(S)}$ in (24), and of the inequality (24), is essential to get the right dependence of the constant in the last estimate. Combining the previous inequalities with (59) and (68) we get

$$
\begin{align*}
I I \leqq & c\left(n, \gamma_{1}, \gamma_{2}, v, L\right) K^{\sigma} \omega(s) \log \left(\frac{1}{s}\right) s^{n} \lambda  \tag{71}\\
& +c\left(n, \gamma_{1}, \gamma_{2}, v, L, q\right) \tilde{\sigma}^{-1} K^{\sigma} \omega(s) s^{n} \lambda
\end{align*}
$$

We now estimate $I I I$; let us note that since $p_{2} \geqq p(x)$ in $S$, then

$$
\begin{equation*}
\frac{p_{2}(p(x)-1)}{p_{2}-1} \leqq p(x) \quad \forall x \in S \tag{72}
\end{equation*}
$$

Therefore, again by Hölder's inequality we get

$$
\begin{align*}
I I I & \leqq \int_{S}|F|^{p(x)-1}|D u-D w| d x  \tag{73}\\
& \leqq c s^{n}\left(f_{S}|F|^{\frac{p_{2}(p(x)-1)}{p_{2}-1}} d x\right)^{\frac{p_{2}-1}{p_{2}}}\left(f_{S}|D u-D w|^{p_{2}} d x\right)^{\frac{1}{p_{2}}} \\
& \stackrel{(65),(72)}{\leqq} c s^{n}\left(f_{S}|F|^{p(x)}+1 d x\right)^{\frac{p_{2}-1}{p_{2}}}\left(f_{S}|D u|^{p_{2}}+1 d x\right)^{\frac{1}{p_{2}}} \\
& \leqq c s^{n}\left(f_{S}\left(|F|^{p(x)}+1\right)^{1+\sigma} d x\right)^{\frac{p_{2}-1}{p_{2}(1+\sigma)}}\left(f_{S}|D u|^{p_{2}}+1 d x\right)^{\frac{1}{p_{2}}}
\end{align*}
$$

$$
\stackrel{(53),(59)}{\leqq} c\left(n, \gamma_{1}, \gamma_{2}, v, L\right)^{n} K^{\frac{\sigma}{p_{2}} \tilde{\varepsilon}^{\frac{p_{2}-1}{p_{2}}} s^{n} \lambda . ~ . ~}
$$

Combining in sequel (67), (71) and (73) and passing to averages yields

$$
\begin{align*}
f_{S}\left(\mu^{2}\right. & \left.+|D u|^{2}+|D w|^{2}\right)^{\frac{p_{2}-2}{2}}|D u-D w|^{2} d x  \tag{74}\\
& \leqq c_{2} K^{\sigma} \omega(s) \log \left(\frac{1}{s}\right) \lambda+c_{22} K^{\sigma} \tilde{\sigma}^{-1} \omega(s) \lambda+c_{2} K^{\frac{\sigma}{p_{2}} \tilde{\varepsilon}^{\frac{p_{2}-1}{p_{2}}}} \lambda \\
& \leqq c_{2} K^{\sigma} \omega(s) \log \left(\frac{1}{s}\right) \lambda+c_{22} K^{\sigma} \tilde{\sigma}^{-1} \omega(s) \lambda+c_{2} K^{\sigma} \tilde{\varepsilon}^{\frac{v_{1}-1}{\gamma_{1}}} \lambda
\end{align*}
$$

where $c_{2} \equiv c_{2}\left(n, \gamma_{1}, \gamma_{2}, v, L\right), c_{22} \equiv c_{22}\left(n, \gamma_{1}, \gamma_{2}, v, L, q\right)$, and $s=\operatorname{diam}(2 S)$. This is the estimate we needed (here is one of the points where we increase something for the sake of readability: as one sees from (73), the $K^{\sigma}$ close to $\tilde{\varepsilon}$ in (74) is indeed a $K^{\sigma / 4 \gamma_{1}}$ ).

Step 4: estimate at the higher level. We shall use the Restricted Maximal Operator with respect to $\frac{3}{2} \tilde{Q}$, which for cleanliness we shall denote by

$$
M^{* *} \equiv M_{\frac{3}{2}}^{*} \tilde{Q} .
$$

Instead, we shall denote by $M^{*} \equiv M_{Q_{4 R_{0}}}^{*}$ the maximal operator appearing in the statement of the lemma we are proving. Lemma 1 implies that for all $x \in S=2 \tilde{Q}$

$$
\begin{align*}
\left(\mu^{2}+|D u|^{2}\right)^{\frac{p_{2}}{2}} \leqq & c_{3}\left(\mu^{2}+|D w|^{2}\right)^{\frac{p_{2}}{2}}  \tag{75}\\
& +c_{3}\left(\mu^{2}+|D u|^{2}+|D w|^{2}\right)^{\frac{p_{2}-2}{2}}|D u-D w|^{2} \\
= & : c_{3} G_{1}(x)+c_{3} G_{2}(x),
\end{align*}
$$

with $c_{3} \equiv c_{3}\left(n, \gamma_{1}, \gamma_{2}\right)$. From (66) we immediately deduce

$$
\begin{equation*}
M^{* *}\left(G_{1}\right)(x) \leqq c_{1} K^{\sigma} \lambda \quad \forall x \in \frac{3}{2} \tilde{Q} \tag{76}
\end{equation*}
$$

we remark that $\frac{3}{2} \tilde{Q}$ is a neighborhood of $\bar{Q}$.

Accordingly, let us take

$$
\begin{equation*}
C:=5^{n+3} c_{1} c_{3}, \quad A=2 C \tag{77}
\end{equation*}
$$

and without loss of generality assume $c_{1}, c_{3} \geqq 1$; observe that now $A \geqq 2$ is determined, with the dependence upon the constants specified in the statement; in particular, it is independent of $\lambda, K \geqq 1$. With such a choice we estimate as follows:
(78)

$$
\begin{aligned}
& \left|\left\{x \in Q: M^{* *}\left(|D u|^{p_{2}}\right)(x)>C K^{\sigma} \lambda\right\}\right| \\
& \stackrel{(75)}{\leqq}\left|\left\{x \in Q: M^{* *}\left(G_{1}\right)(x)+M^{* *}\left(G_{2}\right)(x)>\frac{C K^{\sigma}}{c_{3}} \lambda\right\}\right| \\
& \leqq\left|\left\{x \in Q: M^{* *}\left(G_{1}\right)(x)>\frac{C K^{\sigma}}{2 c_{3}} \lambda\right\}\right| \\
& +\left|\left\{x \in Q: M^{* *}\left(G_{2}\right)(x)>\frac{C K^{\sigma}}{2 c_{3}} \lambda\right\}\right| \\
& \stackrel{(76),(77)}{=}\left|\left\{x \in Q: M^{* *}\left(G_{2}\right)(x)>\frac{C K^{\sigma}}{2 c_{3}} \lambda\right\}\right| \\
& \stackrel{(20)}{\leqq} \frac{c_{W}}{8^{n} c_{1} K^{\sigma} \lambda} \int_{S}\left(\mu^{2}+|D u|^{2}+|D w|^{2}\right)^{\frac{p_{2}-2}{2}}|D u-D w|^{2} d x \\
& \stackrel{(74)}{\leqq} c_{4} \omega(s) \log \left(\frac{1}{s}\right)|Q|+c_{44} \tilde{\sigma}^{-1} \omega(s)|Q|+c_{4} \tilde{\varepsilon}^{\frac{y_{1}-1}{\gamma_{1}}}|Q|
\end{aligned}
$$

where, obviously $c_{4}:=c_{W} c_{2}, c_{44}:=c_{22} c_{W} ; c_{2}$ and $c_{22}$ are the constants appearing in (74) and therefore $c_{4} \equiv c_{4}\left(n, \gamma_{1}, \gamma_{2}, \nu, L\right), c_{44} \equiv c_{44}\left(n, \gamma_{1}, \gamma_{2}, v, L, q\right)$.

Now let $\delta_{1}$ be chosen as in the statement: by (6) we may determine the radius $R_{1} \equiv R_{1}\left(n, \gamma_{1}, \gamma_{2}, v, L, q, \tilde{\sigma}, \delta_{1}\right)>0$ small enough in order to have

$$
\begin{equation*}
c_{4} \omega(s) \log \left(\frac{1}{s}\right) \leqq \frac{\delta_{1}}{8}, \quad c_{44} \omega(s) \leqq \frac{\delta_{1} \tilde{\sigma}}{8}, \quad \text { if } s \leqq 8 n R_{1} \tag{79}
\end{equation*}
$$

clearly, if $R_{0} \leqq R_{1}$ satisfies (34), (44) we have

$$
R_{0} \equiv R_{0}\left(n, \gamma_{1}, \gamma_{2}, v, L, q,\left\||D u(\cdot)|^{p(\cdot)}\right\|_{L^{1}(\Omega)},\left\||F(\cdot)|^{p(\cdot)}\right\|_{L^{q}(\Omega)}, \tilde{\sigma}, \delta_{1}\right)
$$

For $R_{0} \leqq R_{1}$ and for every $\delta \geqq \delta_{1}$ we obviously have

$$
\begin{equation*}
c_{4} \omega(s) \log \left(\frac{1}{s}\right) \leqq \frac{\delta}{8}, \quad c_{44} \omega(s) \leqq \frac{\delta \tilde{\sigma}}{8}, \quad \text { if } s \leqq 8 n R_{0} \tag{80}
\end{equation*}
$$

we may now choose $\tilde{\varepsilon} \equiv \tilde{\varepsilon}\left(n, \gamma_{1}, \gamma_{2}, v, L, \delta\right) \in(0,1)$ by

$$
\begin{equation*}
c_{4} \tilde{\varepsilon}^{\frac{v_{1}-1}{\gamma_{1}}}=\frac{\delta}{8} . \tag{81}
\end{equation*}
$$

With the previous choices we obtain

$$
\begin{equation*}
\left|\left\{x \in Q_{R_{0}}: M^{* *}\left(|D u|^{p_{2}}\right)>C K^{\sigma} \lambda\right\}\right| \leqq \frac{\delta}{2}|Q| ; \tag{82}
\end{equation*}
$$

observe that the choice of both $\tilde{\varepsilon}$ and $R_{0}$ is done here giving the dependence upon the constants described in the statement; actually, the dependence of $R_{0}$ on the norms
$\left\||D u(\cdot)|^{p(\cdot)}\right\|_{L^{1}(\Omega)},\left\||F(\cdot)|^{p(\cdot)}\right\|_{L^{q}(\Omega)}$ only comes from the restrictions made in (44). Also observe that the first inequality in (79) is the only point where (6) is needed; otherwise we could have simply assumed the limit in (6) to be finite, as in (18), compare Remarks 2 and 3. Now, recalling (54), observe that since $p_{2} \geqq p(x)$ whenever $x \in 2 \tilde{Q}$ we have that

$$
\underset{Q}{f}|D u|^{p^{(x)}} d x \leqq f_{Q}|D u|^{p_{2}} d x+1
$$

as soon as $Q \subset \frac{3}{2} \tilde{Q}$ is a cube; as a consequence, if $x \in Q$ then

$$
M^{* *}\left(|D u(\cdot)|^{p(\cdot)}\right)(x) \leqq M^{* *}\left(|D u|^{p_{2}}+1\right)(x)
$$

But $\lambda, K$ and $C$ are larger than 1 , see (77), so $C K^{\sigma} \lambda \geqq 1$ and we have

$$
\begin{aligned}
& M^{* *}\left(|D u(\cdot)|^{p(\cdot)}\right)(x)>A K^{\sigma} \lambda \\
& \quad \Rightarrow M^{* *}\left(|D u|^{p_{2}}\right)(x)+C K^{\sigma} \lambda \geqq M^{* *}\left(|D u|^{p_{2}}+1\right)(x)>A K^{\sigma} \lambda=2 C K^{\sigma} \lambda,
\end{aligned}
$$

so from (82) we deduce that

$$
\left|\left\{x \in Q: M^{* *}\left(|D u(\cdot)|^{p(\cdot)}\right)(x)>A K^{\sigma} \lambda\right\}\right| \leqq \frac{\delta}{2}|Q|
$$

Now let $\ell$ be the side length of $Q$, take any point $x \in Q$ and remark that both $x$ and $x_{0}$, the point to which (50) refers, belong to $\tilde{Q}$, a cube with side length $2 \ell$. If $C^{\prime} \cong Q_{4 R_{0}}$ is a cube containing $x$ and with side length $\ell^{\prime}$ larger than $\ell / 2$, then since $C^{\prime} \cap \tilde{Q} \neq \emptyset$ there is a cube $C^{\prime \prime} \subseteq Q_{4 R_{0}}$ containing both $C^{\prime}$ and $\tilde{Q}$ and whose side length $\ell^{\prime \prime}$ satisfies

$$
\ell^{\prime \prime} \leqq 2 \ell+\ell^{\prime} \leqq 5 \ell^{\prime}
$$

so

$$
\underset{C^{\prime}}{f}|D u|^{p(x)} d x \leqq \frac{1}{\left|C^{\prime}\right|} \int_{C^{\prime \prime}}|D u|^{p(x)} d x \stackrel{(50)}{\leqq} \frac{\left|C^{\prime \prime}\right|}{\left|C^{\prime}\right|} \lambda \leqq 5^{n} \lambda
$$

On the other hand, if instead $\ell^{\prime} \leqq \ell / 2$ then $C^{\prime} \subset \frac{3}{2} \tilde{Q}$ and

$$
\underset{C^{\prime}}{f}|D u|^{p(x)} d x \leqq M^{* *}\left(|D u(\cdot)|^{p(\cdot)}\right) .
$$

Therefore

$$
M^{*}\left(|D u(\cdot)|^{p(\cdot)}\right)(x) \leqq \max \left\{M^{* *}\left(|D u(\cdot)|^{p(\cdot)}\right)(x), 5^{n} \lambda\right\} \quad \forall x \in Q
$$

Since $C K^{\sigma} \geqq 5^{n+1}$ by (77), it also follows that

$$
\left|\left\{x \in Q: M^{*}\left(|D u(\cdot)|^{p(\cdot)}\right)(x)>A K^{\sigma} \lambda\right\}\right| \leqq \frac{\delta}{2}|Q|
$$

which contradicts (49). The proof of the lemma is complete.

Remark 4. The role of (49). The possibility to perform the estimates is given by the failure of (49) and by (52), that is $\left\{x \in Q_{R_{0}}: M_{1+\sigma}^{*}\left(|F(\cdot)|^{p(\cdot)}+1\right)<\tilde{\varepsilon} \lambda\right\} \neq \emptyset$ for some $\tilde{\varepsilon} \in(0,1)$ : neither the measure of the set nor the value of $\tilde{\varepsilon}$ have been used in the estimate.

Proof of Theorems 1 and 2. In Lemma 2 we take

$$
\begin{equation*}
\delta_{1}:=\frac{1}{2 A^{q} K_{M}^{\sigma_{M} q}} \tag{83}
\end{equation*}
$$

and we determine $R_{1}$ according to (79), then we take the greatest number $R_{0} \leqq R_{1}$ which satisfies (34), (44); now that $R_{0}$ is set we may define $K_{0}, \sigma_{0}$ as in (35), (36), we set $\sigma=\tilde{\sigma} \sigma_{0}$ and we take $K$ as in (47). Now comes the crucial moment: we link the number $\delta$, which we still have to choose, to $K$, by setting

$$
\begin{equation*}
\delta:=\frac{1}{2 A^{q} K^{\sigma q}} \tag{84}
\end{equation*}
$$

(remark that such a value is admissible in Lemma 2, as clearly $\delta \geqq \delta_{1}$ ), which also forces the value of $\tilde{\varepsilon}$, see (81). We remark that, beside (34), (44), the choice of $R_{0}$ and $\tilde{\varepsilon}$ done in (79), (81) means that

$$
\begin{gather*}
\omega\left(R_{0}\right) \log \left(\frac{1}{R_{0}}\right) \leqq \frac{1}{16 c_{4} A^{q}}\left(\int_{\Omega}|D u|^{p(x)}+|F|^{p(x) q} d x+1\right)^{-q},  \tag{85}\\
\omega\left(R_{0}\right) \leqq \frac{\tilde{\sigma}}{16 c_{44} A^{q}}\left(\int_{\Omega}|D u|^{p(x)}+|F|^{p(x) q} d x+1\right)^{-q},  \tag{86}\\
\tilde{\varepsilon}=\left(\frac{1}{16 c_{4} A^{q}}\right)^{\frac{\gamma_{1}}{\gamma_{1}-1}}\left(\int_{Q_{4 R_{0}}}|D u|^{p(x)}+|F|^{p(x)(1+\sigma)} d x+1\right)^{-\frac{\gamma_{1} \sigma q}{\gamma_{1}-1}} \tag{87}
\end{gather*}
$$

Therefore $R_{0}$ and $\tilde{\varepsilon}$ are now fixed; this is the final choice of these three quantities, that, as far as $R_{0}$ is concerned, together with the restrictions in (34) and (44) widely discussed above, yields the dependence on the constants announced in the statement of Theorem 2. In the following we shall denote

$$
\begin{aligned}
& \mu_{1}(t):=\left|\left\{x \in Q_{R_{0}}: M^{*}\left(|D u(\cdot)|^{p(\cdot)}\right)(x)>t\right\}\right| \\
& \mu_{2}(t):=\left|\left\{x \in Q_{R_{0}}: M_{1+\sigma}^{*}\left(|F(\cdot)|^{p(\cdot)}+1\right)(x)>t\right\}\right|
\end{aligned}
$$

where all maximal operators are restricted to $Q_{4 R_{0}}$, and we define

$$
\begin{align*}
\lambda_{0} & :=\frac{5^{n+2} c_{W}}{\delta}{\underset{Q}{4 R_{0}}}|D u|^{p(x)} d x+1  \tag{88}\\
& \leqq 5^{n+3} c_{W} A^{q} K^{\sigma q}{\underset{Q_{4 R_{0}}}{f}|D u|^{p(x)} d x+1} .
\end{align*}
$$

$c_{W} \equiv c_{W}(n)$ being the constant which appears in (20). With such a choice (84) gives

$$
\begin{equation*}
\mu_{1}\left(\lambda_{0}\right) \leqq \frac{c_{W}}{\lambda_{0}} \int_{Q_{4 R_{0}}}|D u|^{p(x)} d x<\frac{\delta}{2}\left|Q_{R_{0}}\right| \tag{89}
\end{equation*}
$$

We set

$$
\begin{equation*}
\tilde{A}:=A K^{\sigma} \geqq 2 \tag{90}
\end{equation*}
$$

From (89) it follows that

$$
\begin{equation*}
\mu_{1}\left(\tilde{A}^{h} \lambda_{0}\right)<\frac{\delta}{2}\left|Q_{R_{0}}\right| \quad \forall h \in \mathbb{N} . \tag{91}
\end{equation*}
$$

We will check, by induction, that actually

$$
\begin{equation*}
\mu_{1}\left(\tilde{A}^{h+1} \lambda_{0}\right) \leqq \delta^{h+1} \mu_{1}\left(\lambda_{0}\right)+\sum_{i=0}^{h} \delta^{h-i} \mu_{2}\left(\tilde{A}^{i} \tilde{\varepsilon} \lambda_{0}\right) \tag{92}
\end{equation*}
$$

for every integer $h \geqq 0$. The case $h=0$ reduces to

$$
\mu_{1}\left(\tilde{A} \lambda_{0}\right) \leqq \delta \mu_{1}\left(\lambda_{0}\right)+\mu_{2}\left(\tilde{\varepsilon} \lambda_{0}\right)
$$

which is a consequence of Proposition 1 (applied to the sets $X, Y$ of points where the conditions in (48) and (49) hold respectively) and Lemma 2 with the choice $\lambda \equiv \lambda_{0} \geqq 1$ and $\delta$ as in (84), keeping into account that (89) holds. Moreover, assuming (92) for a certain $n \geqq 0$, we apply again Proposition 1 and Lemma 2 with the choice $\lambda \equiv \tilde{A}^{h+1} \lambda_{0}$ and $\delta$ as in (84), keeping in mind (91), in order to have

$$
\begin{aligned}
\mu_{1}\left(\tilde{A}^{h+2} \lambda_{0}\right) & \leqq \delta \mu_{1}\left(\tilde{A}^{h+1} \lambda_{0}\right)+\mu_{2}\left(\tilde{A}^{h+1} \tilde{\varepsilon} \lambda_{0}\right) \\
& \stackrel{(92)}{\leqq} \delta\left[\delta^{h+1} \mu_{1}\left(\lambda_{0}\right)+\sum_{i=0}^{h} \delta^{h-i} \mu_{2}\left(\tilde{A}^{i} \tilde{\varepsilon} \lambda_{0}\right)\right]+\mu_{2}\left(\tilde{A}^{h+1} \tilde{\varepsilon} \lambda_{0}\right) \\
& =\delta^{h+2} \mu_{1}\left(\lambda_{0}\right)+\sum_{i=0}^{h+1} \delta^{h+1-i} \mu_{2}\left(\tilde{A}^{i} \tilde{\varepsilon} \lambda_{0}\right)
\end{aligned}
$$

and (92) is completely proved for every $h \in \mathbb{N}$. Now, from (92) it follows that for every $M \in \mathbb{N}$

$$
\begin{align*}
\sum_{h=0}^{M} \tilde{A}^{q(h+1)} \mu_{1}\left(\tilde{A}^{h+1} \lambda_{0}\right) \leqq & \left(\sum_{h=0}^{M}\left(\delta \tilde{A}^{q}\right)^{h+1}\right) \mu_{1}\left(\lambda_{0}\right)  \tag{93}\\
& +\sum_{h=0}^{M} \sum_{i=0}^{h} \tilde{A}^{q(h+1)} \delta^{h-i} \mu_{2}\left(\tilde{A}^{i} \tilde{\varepsilon} \lambda_{0}\right)
\end{align*}
$$

By (84)

$$
\sum_{h=0}^{M}\left(\delta \tilde{A}^{q}\right)^{h+1} \mu_{1}\left(\lambda_{0}\right) \leqq \mu_{1}\left(\lambda_{0}\right) \quad \forall M \in \mathbb{N}
$$

Concerning the last sum at the right-hand side of (93) we have, again by (84)

$$
\begin{aligned}
\sum_{h=0}^{M} \sum_{i=0}^{h} \tilde{A}^{q(h+1)} \delta^{h-i} \mu_{2}\left(\tilde{A}^{i} \tilde{\varepsilon} \lambda_{0}\right) & \stackrel{h=k-i}{=} \tilde{A}^{q} \sum_{i=0}^{M} \tilde{A}^{q i} \mu_{2}\left(\tilde{A}^{i} \tilde{\varepsilon} \lambda_{0}\right) \sum_{h=0}^{M-i}\left(\delta \tilde{A}^{q}\right)^{h} \\
& \stackrel{i \rightarrow k}{\leqq} 2 \tilde{A}^{q} \sum_{k=0}^{M} \tilde{A}^{q k} \mu_{2}\left(\tilde{A}^{k} \tilde{\varepsilon} \lambda_{0}\right) .
\end{aligned}
$$

Using the last two estimates in (93) and letting $M \rightarrow \infty$ we get

$$
\begin{align*}
\sum_{k=1}^{\infty} \tilde{A}^{q k} \mu_{1}\left(\tilde{A}^{k} \lambda_{0}\right) & =\sum_{k=0}^{\infty} \tilde{A}^{q(k+1)} \mu_{1}\left(\tilde{A}^{k+1} \lambda_{0}\right)  \tag{94}\\
& \leqq \mu_{1}\left(\lambda_{0}\right)+2 \tilde{A}^{q} \sum_{k=0}^{\infty} \tilde{A}^{q k} \mu_{2}\left(\tilde{A}^{k} \tilde{\varepsilon} \lambda_{0}\right)
\end{align*}
$$

Now we will once more do a straight, readable estimate, although it is justified only if read backwards: when the series in (96) will be shown to converge, we will have proved that the power $q$ of the maximal function is integrable, which implies that also the first integral we are about to write is finite. We observe that

$$
\begin{align*}
\int_{Q_{R_{0}}}|D u|^{p(x) q} d x & \leqq \int_{Q_{R_{0}}}\left|M^{*}\left(|D u(\cdot)|^{p(\cdot)}\right)(x)\right|^{q} d x  \tag{95}\\
& =\int_{0}^{\infty} q \lambda^{q-1} \mu_{1}(\lambda) d \lambda=\int_{0}^{\lambda_{0}}[\ldots] d \lambda+\int_{\lambda_{0}}^{\infty}[\ldots] d \lambda
\end{align*}
$$

and

$$
\int_{0}^{\lambda_{0}} q \lambda^{q-1} \mu_{1}(\lambda) d \lambda \leqq \lambda_{0}^{q}\left|Q_{R_{0}}\right| \stackrel{(88)}{\leqq} c K^{\sigma q^{2}}\left(\int_{Q_{4 R_{0}}}^{f}|D u|^{p(x)} d x+1\right)^{q}\left|Q_{R_{0}}\right|
$$

where $c \equiv c\left(n, \gamma_{1}, \gamma_{2}, v, L, q\right)$ since $A \equiv A\left(n, \gamma_{1}, \gamma_{2}, v, L\right)$. In a similar way we have

$$
\int_{\lambda_{0}}^{\infty} q \lambda^{q-1} \mu_{1}(\lambda) d \lambda=\sum_{n=0}^{\infty} \int_{\tilde{A}^{n} \lambda_{0}}^{\tilde{A}^{(n+1)} \lambda_{0}} q \lambda^{q-1} \mu_{1}(\lambda) d \lambda \leqq\left(\tilde{A} \lambda_{0}\right)^{q} \sum_{n=0}^{\infty} \tilde{A}^{n q} \mu_{1}\left(\tilde{A}^{n} \lambda_{0}\right) .
$$

Again,

$$
\begin{aligned}
\left(\tilde{A} \lambda_{0}\right)^{q} \mu_{1}\left(\lambda_{0}\right) & =\tilde{A}^{q} \lambda_{0}^{q} \mu_{1}\left(\lambda_{0}\right) \stackrel{(89)}{\leqq} c K^{\sigma q} \lambda_{0}^{q-1} \int_{Q_{4 R_{0}}}|D u|^{p(x)} d x \\
& \stackrel{(88)}{\leqq} \frac{c K^{\sigma q}\left|Q_{R_{0}}\right|}{\delta^{q-1}}\left(\underset{Q_{4 R_{0}}}{f}|D u|^{p(x)}+1 d x\right)^{q} \\
& \stackrel{(84)}{=} c\left(n, \gamma_{1}, \gamma_{2}, v, L, q\right) K^{\sigma q^{2}}\left(\underset{Q_{4 R_{0}}}{f}|D u|^{p(x)}+1 d x\right)^{q}\left|Q_{R_{0}}\right| .
\end{aligned}
$$

Joining the last three estimates to (95) yields

$$
\begin{align*}
& \int_{Q_{R_{0}}}|D u|^{p(x) q} d x \leqq c K^{\sigma q^{2}}\left(\underset{Q_{4 R_{0}}}{f}|D u|^{p(x)}+1 d x\right)^{q}\left|Q_{R_{0}}\right|  \tag{96}\\
&+\left(\tilde{A} \lambda_{0}\right)^{q} \mu_{1}\left(\lambda_{0}\right)+\left(\tilde{A} \lambda_{0}\right)^{q} \sum_{k=1}^{\infty} \tilde{A}^{k q} \mu_{1}\left(\tilde{A}^{k} \lambda_{0}\right) \\
& \stackrel{(94)}{\leqq} c K^{\sigma q^{2}\left(\underset{Q_{4 R_{0}}}{f}|D u|^{p(x)}+1 d x\right)^{q}\left|Q_{R_{0}}\right|} \\
&+2\left(\tilde{A} \lambda_{0}\right)^{q} \mu_{1}\left(\lambda_{0}\right)+2\left(\tilde{A} \lambda_{0}\right)^{q} \tilde{A}^{q} \sum_{k=0}^{\infty} \tilde{A}^{q k} \mu_{2}\left(\tilde{A}^{k} \tilde{\varepsilon} \lambda_{0}\right) \\
& \leqq c K^{\sigma q^{2}}\left(\underset{Q_{4 R_{0}}}{f}|D u|^{p(x)}+1 d x\right)^{q}\left|Q_{R_{0}}\right| \\
&+c K^{2 \sigma q} \lambda_{0}^{q} \sum_{k=0}^{\infty} \tilde{A}^{k q} \mu_{2}\left(\tilde{A^{k}} \tilde{\varepsilon} \lambda_{0}\right)
\end{align*}
$$

where $c \equiv c\left(n, \gamma_{1}, \gamma_{2}, v, L, q\right)$. It remains to estimate the last series.
To this aim, observe that, as before,

$$
\int_{Q_{R_{0}}}\left|M_{1+\sigma}^{*}\left(|F(\cdot)|^{p(\cdot)}+1\right)(x)\right|^{q} d x=\int_{0}^{\infty} q \lambda^{q-1} \mu_{2}(\lambda) d \lambda=\int_{0}^{\tilde{\varepsilon} \lambda_{0}}[\ldots] d \lambda+\int_{\tilde{\varepsilon} \lambda_{0}}^{\infty}[\ldots] d \lambda .
$$

Then

$$
\int_{0}^{\tilde{\varepsilon} \lambda_{0}} q \lambda^{q-1} \mu_{2}(\lambda) d \lambda \geqq\left(\tilde{\varepsilon} \lambda_{0}\right)^{q} \mu_{2}\left(\tilde{\varepsilon} \lambda_{0}\right),
$$

and, using also (90)

$$
\begin{aligned}
\int_{\tilde{\varepsilon} \lambda_{0}}^{\infty} q \lambda^{q-1} \mu_{2}(\lambda) d \lambda & =\sum_{k=0}^{\infty} \int_{\tilde{A}^{\kappa} \tilde{\varepsilon} \lambda_{0}}^{\tilde{A^{k+1}} \tilde{\varepsilon} \lambda_{0}} q \lambda^{q-1} \mu_{2}(\lambda) d \lambda \\
& \geqq \sum_{k=0}^{\infty} \mu_{2}\left(\tilde{A}^{k+1} \tilde{\varepsilon} \lambda_{0}\right)\left[\left(\tilde{A}^{k+1} \tilde{\varepsilon} \lambda_{0}\right)^{q}-\left(\tilde{A}^{k} \tilde{\varepsilon} \lambda_{0}\right)^{q}\right] \\
& =\left(\tilde{\varepsilon} \lambda_{0}\right)^{q} \sum_{k=0}^{\infty} \tilde{A}^{(k+1) q} \mu_{2}\left(\tilde{A}^{k+1} \tilde{\varepsilon} \lambda_{0}\right)\left[1-\tilde{A}^{-q}\right] \\
& \geqq \frac{1}{2}\left(\tilde{\varepsilon} \lambda_{0}\right)^{q} \sum_{k=1}^{\infty} \tilde{A}^{k q} \mu_{2}\left(\tilde{A} \tilde{A}^{k} \tilde{\varepsilon} \lambda_{0}\right) .
\end{aligned}
$$

Combining the last estimates with the maximal inequality (22) we finally get

$$
\begin{aligned}
& \frac{1}{2 q}\left(\tilde{\varepsilon} \lambda_{0}\right)^{q} \sum_{k=1}^{\infty} \tilde{A}^{k q} \mu_{2}\left(\tilde{A}^{k} \tilde{\varepsilon} \lambda_{0}\right)+\frac{\left(\tilde{\varepsilon} \lambda_{0}\right)^{q}}{q} \mu_{2}\left(\tilde{\varepsilon} \lambda_{0}\right) \\
& \quad \leqq \frac{1}{q}\left(\tilde{\varepsilon} \lambda_{0}\right)^{q} \sum_{k=0}^{\infty} \tilde{A}^{k q} \mu_{2}\left(\tilde{A}^{k} \tilde{\varepsilon} \lambda_{0}\right) \\
& \quad \leqq \frac{2}{q} \int_{Q_{R_{0}}}\left|M_{1+\sigma}^{*}\left(|F(\cdot)|^{p(\cdot)}+1\right)(x)\right|^{q} d x \\
& \quad \stackrel{(20)}{\leqq} \frac{c(n) q}{(1+\sigma)(q-1-\sigma)} \int_{Q_{4 R_{0}}}\left(|F|^{p(x)}+1\right)^{q} d x \\
& \quad \stackrel{(43)}{\leqq} \frac{2^{q+1} c(n) q}{q-1} \int_{Q_{4 R_{0}}}|F|^{p(x) q}+1 d x .
\end{aligned}
$$

Using this estimate in (96) and passing to averages we have

$$
\begin{align*}
& \left(f_{Q_{R_{0}}}|D u|^{p(x) q} d x\right)^{\frac{1}{q}}  \tag{97}\\
& \leqq c K^{\sigma q} \int_{Q_{4 R_{0}}}|D u|^{p(x)}+1 d x+c \frac{K^{2 \sigma}}{\tilde{\varepsilon}}\left(f_{Q_{4 R_{0}}}|F|^{p(x) q} d x\right)^{\frac{1}{q}} \\
& \stackrel{(81)}{\leqq} c K^{\frac{\sigma 2 q_{1}}{\gamma_{1}-1}} f_{Q_{4 R_{0}}}|D u|^{p(x)} d x+c K^{\frac{\sigma 2 q_{1}}{\gamma_{1}-1}}\left(f_{Q_{4 R_{0}}}|F|^{p(x) q} d x+1\right)^{\frac{1}{q}}
\end{align*}
$$

where now $c \equiv c\left(n, \gamma_{1}, \gamma_{2}, v, L, q\right)$. Summarizing what we have done up to now we see that we have proved estimate (14) for every $\sigma$ as above provided and for every radius $R \leqq R_{0}$ where $R_{0}$ satisfies conditions (34), (44), (85) and (86); with $\varepsilon$ fixed, now (14) follows choosing $\tilde{\sigma}$ in (41) small enough to meet

$$
\sigma \leqq \frac{\varepsilon\left(\gamma_{1}-1\right)}{2 q \gamma_{1}}
$$

thus we may take, see (40),

$$
\begin{equation*}
\tilde{\sigma}:=\frac{\varepsilon\left(\gamma_{1}-1\right)}{2 q \gamma_{1} \sigma_{M}} . \tag{98}
\end{equation*}
$$

Observing that $\sigma \leqq \varepsilon$ implies that

$$
K \leqq \int_{Q_{4 R}}|D u|^{p(x)}+|F|^{p(x)(1+\varepsilon)} d x+2,
$$

we can replace $K$ by this last expression in (14), obtaining the full statement. The estimate trivially follows for larger values of $\varepsilon$ since $K \geqq 1$. Since our reasoning applies to any cube $Q_{R}$ such that $R \leqq R_{0}$ and $Q_{4 R} \subset \subset \Omega$, the fact that $|D u|^{p(x)} \in L_{\mathrm{loc}}^{q}\left(\Omega ; \mathbb{R}^{n}\right)$ follows from (14) via a standard covering argument. We finally remark that the precise way we deduced our
estimates allows to conclude that, after we chose $\tilde{\sigma} \in(0,1)$ as in (98), the constant $c$ appearing in (14) does not depend on $D u$ : the dependence on the solution is explicitly computed via the appearance of the quantity $K$.

Remark 5. On the radius $R_{0}$. Our derivation of the estimates is precise enough to allow an estimate on the radius $R_{0}$. Suppose for instance that $p(x)$ is Hölder continuous, and therefore $\omega(s) \leqq c s^{\alpha}$ for some $\alpha \in(0,1)$ : keeping in mind (85) and (86) we get

$$
R_{0}(\varepsilon) \approx\left(\frac{\varepsilon}{c\left(n, \gamma_{1}, \gamma_{2}, v, L\right)^{q} c(\gamma)}\right)^{\frac{1}{\gamma}}\left(\int_{\Omega}|D u|^{p(x)}+|F|^{p(x)} d x+1\right)^{\frac{-\varepsilon q}{\gamma}}
$$

for every $\gamma<\alpha$. As one may check by tracing the dependence of the constants in (66) and (76), here $c\left(n, \gamma_{1}, \gamma_{2}, v, L, \sigma\right)$ is the constant in the weak type Harnack inequality valid for solutions to $p$-Laplacean type equations (or systems) introduced in (64).

Remark 6. A more accurate estimate. One may be more careful with some exponents, as we remarked after (74): then in (78) a $K^{\sigma\left(\frac{1}{4 / 1 / 1}-1\right)}$ appears before $\tilde{\varepsilon}$, and filing some more exponents we would have ended estimate (97) with the power

$$
\frac{\sigma 2 q \gamma_{1}}{\gamma_{1}-1}
$$

replaced by

$$
2 \sigma+\frac{\sigma \gamma_{1}}{\gamma_{1}-1}\left(q-1+\frac{1}{4 \gamma_{1}}\right)
$$

and we would need to reduce $\tilde{\sigma}$ accordingly to an uglier value.
Proof of Theorem 3. This is essentially the same as the previous one. We summarize it via the following observations: to begin with, Theorem 5 applies in the case of the $p(x)$-Laplacean system, since it only depends on the monotonicity and growth assumptions imposed on the vector field $a(x, \cdot)$. More precisely, if we define the vector field $a: \Omega \times \mathbb{R}^{n N} \rightarrow \mathbb{R}^{n N}$ as

$$
\begin{equation*}
a_{i}^{\alpha}(x, z):=|z|^{p(x)-2} z_{i}^{\alpha}, \quad i \in\{1, \ldots, n\}, \alpha \in\{1, \ldots, N\} \tag{99}
\end{equation*}
$$

then $a(x, z)$ satisfies, with a suitable choice of $v$ and $L$ the assumptions (8), (9) (once recast in a way that fits the vectorial case and the degenerate structure, that is $\lambda, z \in \mathbb{R}^{n N}, \mu=0$, and so on). These are the only ones used in the proof of Theorem 5. Observe that the vector field in (99) is not of class $C^{1}$ when $p(x)<2$; this fact does not affect the proof of Theorem 5; anyway, this lack of regularity, due to the singularity of the sub-quadratic case, can be easily dealt with via a by now classical approximation argument [1]. When passing to the proof of Lemma 2, everything goes as before but at the point where the a priori estimate for the solution of the (frozen) auxiliary problem (61) comes into the play, (66). Due to the particular structure of the $p\left(x_{M}\right)$-Laplacean system

$$
-\operatorname{div}\left(|D u|^{p\left(x_{M}\right)-2} D u\right)=0
$$

estimate (66) is still valid in this case [33], [1], [9]. At this point the rest of the proof proceeds exactly in the same way, giving the announced dependence of the constants.
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