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Abstract

We consider a class of parabolic systems of the type:

\[ u_t - \text{div} \ a(x, t, Du) = 0 \]

where the vector field \( a(x, t, F) \) exhibits non-standard growth conditions. These systems arise when studying certain classes of non-Newtonian fluids such as electrorheological fluids or fluids with viscosity depending on the temperature. For properly defined weak solutions to such systems, we prove various regularity properties: higher integrability, higher differentiability, partial regularity of the spatial gradient, estimates for the (parabolic) Hausdorff dimension of the singular set.

Résumé

Nous étudions une classe de systèmes paraboliques du type :

\[ u_t - \text{div} \ a(x, t, Du) = 0 \]

où le champ vectoriel \( a(x, t, F) \) possède des conditions de croissance non standard. Ces systèmes se présentent dans l’étude de certaines classes de fluides non Newtoniens comme les fluides électro-rhéologiques ou les fluides dont la viscosité dépend de la température. Nous prouvons différentes propriétés de régularité pour des solutions faibles convenables de tels systèmes : intégrabilité et différentiabilité améliorées, régularité partielle du gradient spatial et estimations pour la dimension de Hausdorff (parabolique) de l’ensemble des points singuliers.
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1. Introduction

In recent years considerable attention was paid to the mathematical modelling of non-Newtonian fluids. These are fluids described by a set of equations including a stress tensor depending in a non-linear way by the gradient of the velocity. One of the first mathematical investigations of such models was carried out by Ladyzhenskaya in 1966 (see [17–19]); she considered the following system of equations that are known today as modified Navier–Stokes equations:

\begin{align*}
\begin{cases}
u_t - \text{div} a(D(u)) + D\pi &= - \text{div}(u \otimes u) + f, \\
\text{div} u &= 0,
\end{cases}
\end{align*}

where \( D(u) \) denotes the symmetric part of the gradient \( Du \) and \( \pi \) the pressure. The main point in the previous system, as just mentioned, is that the monotone vector field \( a : \mathbb{R}^9 \rightarrow \mathbb{R}^9 \) depends in a non-linear way by \( D(u) \):

\begin{equation}
a(D(u)) \approx (1 + |D(u)|^2)^{\frac{p-2}{2}}D(u) + \text{terms with similar growth}
\end{equation}

where \( p > 1 \). The basic analysis of such systems goes back to Ladyzhenskaya and J.L. Lions (see also [23]). In particular, Ladyzhenskaya was also able to prove an existence and uniqueness theorem provided \( p > 2 \) belongs to a certain range. Note that to find a set of equations for which uniqueness held was actually her main initial motivation; indeed, when studying systems as (1.1), she was not thinking of non-Newtonian fluids at all, instead she was looking for some alternative model system in Fluid dynamics, being of the opinion that the classical Navier–Stokes equations are not quite correct even for Newtonian fluids if the gradient of the velocity is large, and that they should be somehow modified; see also [33] for more comments. Recently, non-Newtonian fluids have been intensively analyzed by many authors and a considerable literature, related to their behavior, rapidly grew-up; for an account of the mathematical aspects of the theory see the book [28] (see also [27] and [5] for an updated list of references and the paper [11] for parabolic systems with non-linear growth). It is clear that for general systems as (1.1), i.e. without additional structure assumptions on \( a \), partial \( C^{0,\alpha} \)-regularity of the spatial gradient \( Du \) is the best possible result available, beside an estimate for the Hausdorff dimension of the singular set (the closed subset outside which \( Du \) is Hölder continuous). Indeed, even in the elliptic case, solutions to general elliptic systems of the form \( -\text{div} a(x, Du) = 0 \) are not everywhere regular, while estimates for the Hausdorff dimension of the singular set are available (see for instance [26] for a detailed account of the problem in the elliptic case). It is anyway important to note that in the case of the usual Navier–Stokes equations a wider and deeper theory has been developed (see [6,20,34,35]).

A new interesting kind of fluids of prominent technological interest has recently emerged: the so called electrorheological fluids. These are special fluids with the ability to change in a dramatic way their mechanical properties when in presence of an external electromagnetic field; for instance they are able to increase their viscosity by a factor 1000 in a few milliseconds. In the context of continuum mechanics these fluids have been modelled as non-Newtonian fluids. The basic studies can be found in the papers [29,30] while the fundamental mathematical analysis for the model can be found in the monograph [31] (see also [32,39]). According to the model proposed by Rajagopal and Růžička, the system governing an electrorheological fluid looks to the naïve eye exactly as the one in (1.1) apart for the coupling with the external electromagnetic field \( E \):

\begin{align*}
\begin{cases}
\text{curl} E = 0, & \text{div} E = 0, \\
u_t - \text{div} a(x, t, E, D(u)) + D\pi = - \text{div}(u \otimes u) + f & \text{in } \Omega \times (0, T), \\
\text{div} u &= 0.
\end{cases}
\end{align*}

Here we want to stress the main feature of the previous model: the dependence of \( a \) upon \( E \) is described via a \textit{variable growth exponent}, indeed in this case the relation in (1.2) is now substituted by:

\begin{equation}
a(x, t, E, D(u)) \approx v(x, t, E)(1 + |D(u)|^2)^{\frac{p-2}{2}}D(u) + \text{terms with similar growth}
\end{equation}
that is the exponent $p$ is varying with the electromagnetic field $E$ (this describes the changes of viscosity).

Once noted that the system in (1.3) is uncoupled, one can first obtain $E(x, t)$ from Maxwell’s equations so that $p = p(x, t)$. This is going to tell us that actually the vector field $a$ exhibits non-standard growth conditions:

$$c_1|F|^{\gamma_1} - c_2 \leq a(x, t, F); \quad F \leq c_3|F|^{\gamma_2} + c_3, \quad 1 < \gamma_1 < \gamma_2 < +\infty,$$

where

$$\gamma_1 = \inf p(x, t), \quad \gamma_2 = \sup p(x, t).$$

The previous ones, i.e. with a gap between the monotonicity and the growth exponents, are known in the literature as non-standard growth conditions of $(p, q)$ type (in this case $p = \gamma_1$ and $q = \gamma_2$) and they have been the object of an extensive series of papers starting with the counterexamples of Giaquinta and Marcellini [15,24] and the regularity theory of Marcellini for the scalar case, [25] (see also [10] for an updated list of references). It is interesting to remark that Zhikov used a similar model to describe the behavior of a conductor influenced in a somewhat analogous way by the temperature (see [37]).

The first purpose of this paper is to begin the study of regularity issues for the non-stationary system of electrorheological fluids (1.3) by starting with the model situation of a parabolic system with non-standard growth:

$$\begin{align*}
  u_t - \text{div} a(x, t, Du) &= 0, \\
  c_1|F|^{p(x, t)} - c_2 \leq a(x, t, F); \quad F \leq c_3|F|^{p(x, t)} + c_3, \quad p(x, t) > 1,
\end{align*}$$

in $\Omega \times (0, T)$. Indeed we prove partial $C^{0,\alpha}$ regularity of spatial gradient of weak solutions (defined in a suitable sense and named Energy Solutions; see Definition 2.1) to system (1.5), see Theorem 2.1. We remark that as far as partial $C^{0,\alpha}$ regularity of the spatial gradient is concerned, this is the first result for parabolic systems, under non-standard growth conditions. We remark that even in the scalar case, the literature on the issue is not vast and we mention here the nice paper by Lieberman [22], concerning everywhere regularity of the spatial gradient in the scalar case $N = 1$. We also observe that for the sake of brevity and in order to highlight the main ideas, we confined ourselves to the analysis of homogeneous systems but, in principle, the techniques developed here allow to treat more general systems with a non-zero right-hand side, provided this satisfies suitable growth assumptions.

Related regularity results in the stationary case can be found in [2,3] (see also [8,1] for the variational case). Moreover, fluids with viscosity dependence described using non-standard growth conditions have been treated, in the stationary case, in various settings; see for instance [5,13,14,12,4]; this paper also offers an approach which is potentially useful to extend such results to the non-stationary case.

Finally we spend a few words about the techniques. In Section 3 we study the problem in cylinders where $p(z)$ has small oscillations (“cylinders of the type $Q_0$”). Here we prove an a priori estimate (Theorem 3.1), ensuring the higher integrability of the spatial gradient in $Q_0$; at this stage an interpolation-iteration procedure tailored for parabolic problems plays a central role (Lemmas 3.3 and 3.5). This is first done for a priori regular solutions (Section 3) and then adapted to the original one via approximation (Section 4); here we observe that such an approximation argument works since the peculiar $p(z)$-growth structure of the problem is compatible with the usual convolution (see Appendix A and Lemma 4.1). In Section 5 we consider a blow up procedure exploited only in cylinders of the type $Q_0$. The advantage is that we can use the higher integrability to choose a suitable excess functional involving the maximum of $p(z)$ in $Q_0$, allowing to overcome the fact that the problem exhibits non-standard growth conditions (the use of such a “maximal excess” allows to treat, in a certain sense, the problem as one with standard polynomial growth). Finally we cover the full cylinder $\Omega \times (0, T)$ with small cylinders of the type $Q_0$, and, using the results in Sections 5, we blow up the solution in each of these, thereby proving partial regularity in each $Q_0$; the conclusion follows (see the comments in Section 6).
2. Statements and notations

2.1. Basic notations

In the following $\Omega$ will denote a bounded domain in $\mathbb{R}^n$, and $Q_T$ will be the cylinder $\Omega \times (0, T)$. Differentiation with respect to the space variables will be denoted with a comma in lower indices, for example, $\partial f / \partial x_j = f_j$. For functions, vectors fields and matrix fields, respectively, we use the differential operators

$$Df := (f_j), \quad Dv := (v_{i,j}), \quad \text{div } A := (A_{ij,j}),$$

all of which are understood in the sense of distributions; differentiation with respect to the time variable will be denoted by $\partial_t$ or by $t$: $\partial_t f \equiv f_t$. The symbols $L^p(\Omega; \mathbb{R}^n)$ and $W^{1,p}(\Omega; \mathbb{R}^n)$ stand for the usual Lebesgue and Sobolev spaces, and will be often abbreviated into $L^p(\Omega)$ and $W^{1,p}(\Omega)$, respectively (or even $L^p$ and $W^{1,p}$). The norm in $L^p(\Omega)$ will be abbreviated in $\|\cdot\|_{L^p, \Omega}$. The spaces $C^{\alpha, \beta}$ are those of functions which are $\alpha$-Hölder continuous in the space variables and $\beta$-Hölder continuous in the time variable. We shall keep the standard notation concerning balls and parabolic cylinders:

$$B(x, R) := \{ y \in \mathbb{R}^n : |x - y| < R \}$$

$$Q(z, R) \equiv Q((x, t), R) := B(x, R) \times [t - R^2, t].$$

They will be simply denoted by $B_R$ and $Q_R$ respectively when no ambiguity about the center of the ball or the vertex of the cylinder shall arise; also, except when differently specified, all balls (or cylinders) will have the same center (vertex). If $v$ is an integrable function in $Q(z_0, R)$ we shall denote its average by:

$$(v)_{z_0, R} := \frac{1}{\omega_n R^n + 2} \int_{Q(z_0, R)} v \, dx \, dt = \int_{Q(z_0, R)} v \, dx \, dt,$$

where $\omega_n$ denotes the measure of $n$-dimensional unit ball in $\mathbb{R}^n$; we shall often abbreviate $(v)_{z_0, R} \equiv (v)_R$ when no confusion about the vertex will arise.

We shall deal with vector fields depending on many variables, for instance $a(x, t, F) : \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^n \rightarrow \mathbb{R}^n$; differentiation with respect to the $x$ variable will be denoted by $D_x$, as e.g. $D_x a$, while differentiation with respect to $F$ will be denoted by $D_F$ or simply by $D$, e.g.: $Da \equiv D_F a$.

If $A \subset \mathbb{R}^n$ and $t \in \mathbb{R}$, we shall denote by $A_t$ the layer

$$A_t := A \times \{t\}.$$

We recall that the parabolic Hausdorff Measure $\mathcal{P}_s$ is defined as follows:

$$\mathcal{P}^1_s(F) := \inf \left\{ \sum_{i=1}^{\infty} R^2_i : F \subset \bigcup_{i=1}^{\infty} Q(z_i, R_i), \ R_i \leq \delta \right\}$$

$$\mathcal{P}_s(F) := \sup_{\delta > 0} \mathcal{P}^1_s(F).$$

Finally, in the following, the constant $c$ will simply denote an unspecified, positive quantity, possibly changing from line to line, while only the critical connections will be remarked; more peculiar instances will be denoted by $\tilde{c}, \check{c}$ and so on. In the rest of the paper we shall use Einstein’s convention on repeated indices.

2.2. Systems and energy solutions

We are given an exponent function $p : z \in Q_T \mapsto p(z) \in (1, +\infty)$ which is Lipschitz continuous with respect to the space variables and $\beta/2$-Hölder continuous with respect to time (in the following $(x, t), (x_0, t_0) \in Q_T$), that is:

$$|p(x, t) - p(x_0, t_0)| \leq L(|x - x_0| + |t - t_0|^{\beta/2}), \quad \beta \in (0, 1];$$

(2.1)
moreover we shall assume that:
\[
2n
\frac{n+2}{n+2} \leq \gamma_1 \leq p(z) \leq \gamma_2 < +\infty.
\] (2.2)

Let us observe that the previous lower bound on \( \gamma_1 \) and, consequently, on \( p(z) \), is typical in the theory of nonlinear parabolic systems and equations.

We shall consider a vector field \( a(z, F) \in QT \times \mathbb{R}^{nN} \mapsto a(z, F) \in \mathbb{R}^{nN} \); with abuse of notation, if \( z \equiv (x, t) \) we shall also denote \( a(z, F) \equiv a(x, t, F) \). We assume that the functions \( (z, F) \mapsto a(z, F) \) and \( (z, F) \mapsto Da(z, F) \) are continuous in \( QT \times \mathbb{R}^{nN} \) and the following growth and ellipticity conditions are satisfied:
\[
|a(z, F)| \leq L (1 + |F|^2)^{(p(z)-1)/2},
\] (2.3)
\[
|Da(z, F)| \leq L (1 + |F|^2)^{(p(z)-2)/2},
\] (2.4)
\[
Da(z, F) A : A \geq L^{-1} (1 + |F|^2)^{(p(z)-2)/2} |A|^2,
\] (2.5)
for all \( z \in QT \) and \( A, F \in \mathbb{R}^{nN} \) where \( 1 \leq L < +\infty \). According to (2.1), we shall assume the following continuity property, clearly modeled on the behavior of \( a(z, F) = (1 + |F|^2)^{(p(z)-2)/2} F \):
\[
|a(z, F) - a(z_0, F)| \leq L \left[ (1 + |F|^2)^{(p(z)-1)/2} + (1 + |F_0|^2)^{(p(z_0)-1)/2} \right]
\times \log (2 + |F|) \left( |x - x_0| + |t - t_0|^{\beta/2} \right)
\] (2.6)
for any \( z = (x, t) \) and \( z_0 = (x_0, t_0) \) and for all \( F \in \mathbb{R}^{nN} \) where \( \beta \) is as in (2.1).

We are now ready to give the definition of Energy Solution:

**Definition 2.1.** A function \( u \in L^2(Q_T; \mathbb{R}^N) \) is an Energy Solution to the parabolic system:
\[
\frac{\partial u}{\partial t} - \text{div} a(z, Du) = 0
\] (2.7)
iff
\[
\int_{Q_T} |Du|^p(z) \, dz < +\infty
\] (2.8)
and
\[
\int_{Q_T} u \partial_t w - a(z, Du) : Dw \, dz = 0
\] (2.9)
for any \( w \in C_0^\infty(Q_T; \mathbb{R}^N) \).

**2.3. Main result**

Our main regularity result concerning weak solutions is the following:

**Theorem 2.1.** Let \( u \) be an energy solution of the system (2.7) under the assumptions (2.1)-(2.6). There is an open subset \( Q_T^0 \subset Q_T \) such that \( Du \in C^\beta(\bar{Q}_T^0) \) with any exponent \( \beta_1 < \beta \) and \( |Q_T \setminus Q_T^0| = 0 \).

The statement of the previous theorem requires some comments; we see that no bound has been imposed on the size of the oscillations of the function \( p(z) \), that is on the number \( \gamma_2 - \gamma_1 \). This is particularly relevant when referred to the context of electrorheological fluids. Indeed the size of the number \( \gamma_2 - \gamma_1 \) keeps into account the possible excursions of the function \( p(E) \), that is of the viscosity of the fluid, when the electromagnetic field \( E \)
changes. Of course, the larger the number $\gamma_2 - \gamma_1$, the larger the class of fluids that the model is able to cover. Therefore we allow all possible large values of $\gamma_2 - \gamma_1$. This is also seemingly in contrast to what is usually done in the framework of non-standard growth conditions of $(p, q)$ type (see [25], for instance) for elliptic systems, where a bound on the quantity $q - p$ in terms of that ratio $q/p$ is usually assumed. Indeed it turns out (see [10]) that:

$$\frac{q}{p} \leq 1 + \frac{\beta}{n}$$

is in general a necessary condition for regularity, where $\beta$, as in (2.6), is the Hölder continuity exponent with respect to the $x$-variable. In particular $q/p \to 1$ when $n \to +\infty$. The point here is that we fully use the $p(z)$-growth structure of the problem.

3. An a priori estimate

In this section we shall prove an a priori estimate that will be used in the sequel. This estimate is concerned with solutions to a perturbed system, with “standard” polynomial growth and ellipticity conditions.

First of all let us recall some notations we shall keep for the rest of the section. In the following $Q_0 := B(x_0, R) \times (t_1, t_2)$ will be a fixed cylinder, with $B(x_0, R) \subset \Omega$. Then we shall put:

$$p_2 := \sup_{Q_0} p(z) \leq \gamma_2, \quad p_1 := \inf_{Q_0} p(z) \geq \gamma_1 > \frac{2n}{n + 2}$$

while $q > \max\{p_2, 2\}$ will be a number specified below. Moreover $\varepsilon \in (0, 1)$ and $v^\varepsilon \in C^0([t_1, t_2]; L^2_{\text{loc}}(\Omega)) \cap L^q(t_1, t_2; W^{1, q}_{\text{loc}}(\Omega; \mathbb{R}^N))$ will be the solution to the perturbed parabolic system

$$\int_{Q_0} -\varepsilon \partial_t w + a_\varepsilon(z, Dw^\varepsilon) : Dw \, dz = 0, \quad \forall w \in C^\infty_0(Q_0; \mathbb{R}^N).$$

We will assume that the oscillation of $p$ is not too large: precisely, in this section we assume that for some $\alpha > 0$

$$p_2 - p_1 \leq \alpha/2 < \alpha < \frac{2}{(n + 2)n} \quad \text{if } p_2 \geq 2,$$

$$p_2 - p_1 \leq \alpha/2 < \alpha < \min \left\{ \frac{4}{n^3}, \frac{1}{2} \left( \gamma_1 - \frac{2n}{n + 2} \right) \right\} \quad \text{if } p_2 < 2,$$

and we set

$$q_0 := p_1 + \frac{4}{n}.$$

We also define the number $q$ according to:

$$q := \begin{cases} 
  p_2 + \alpha & \text{if } p_2 \geq 2, \\
  2 + \alpha & \text{if } p_2 < 2,
\end{cases}$$

and therefore in any case, by (3.3),

$$q > 2, \quad q_0 > q > p_2.$$

The main result of this section is the following a priori estimate for $v^\varepsilon$:
\textbf{Theorem 3.1} (A priori estimate). Assume that (3.3) holds for some \( \alpha > 0 \), and let \( Q(z_0, 2 \Gamma) \Subset Q_0 \); then the following estimate holds for the functions \( v^\varepsilon \):

\[
\int_{Q(z_0, \Gamma/2)} |Dv^\varepsilon|^{p_0} \, dz \leq c \Gamma^{-n+2} + c \left( \frac{1}{T} \right)^{s_1} \left( \int_{Q(z_0, \Gamma)} |Dv^\varepsilon|^{p_1} \, dz \right)^{s_2},
\]

where

\[
s_1 = \frac{8}{4 - (q - p_1)(n + 2)} \frac{n + 2}{n}, \quad s_2 = \frac{4 - (q - p_1)n}{4 - (q - p_1)(n + 2)} \frac{n + 2}{n}
\]

and the constant \( c \) depends upon \((n, \gamma_1, \gamma_2, L, \alpha)\) but is independent of \( \varepsilon \) and of the solution \( v^\varepsilon \).

For the sake of simplicity, from now on we shall suppose that, with a clear abuse (and even ambiguity) of notations:

\[
Q_0 = Q_T := A \times (0, T); \quad A := B(x_0, R).
\]

The estimate will be reached through a series of lemmas. In the first one we derive a suitable Caccioppoli type estimate which differs from the usual one due to the non-standard growth conditions we are assuming.

\textbf{Lemma 3.1.} Let \( \psi, \chi \) be two cut-off functions such that \( \psi \in C_0^\infty(A; \mathbb{R}^N) \), \( 0 \leq \psi \leq 1 \) and \( \chi \in W^{1,\infty}(0, T) \), \( \chi(0) = 0 \) and \( \partial_t \chi \geq 0 \). Let \( Q_{t_0} := A \times (0, t_0) \) and:

\[
P_e := \sum_{i=1}^n Da(z, Dv^\varepsilon(z))Dv^\varepsilon_i(z),
\]

\[
I_0(\psi, \chi) := \int_{Q_{t_0}} \chi \psi^2 P_e \, dz, \quad J_0(\psi, \chi) := \sup_{0 < t < t_0} \int_{Q_T} \chi(t)\psi^2(x)|Dv^\varepsilon(x, t)|^2 \, dx.
\]

Then

\[
I_0(\psi, \chi) + J_0(\psi, \chi) \leq c \int_{Q_{t_0}} \left[ \partial_t \chi \psi^2 + \chi (\psi^2 + |D\psi|^2) \right] (1 + |Dv^\varepsilon|^2)^{q/2} \, dz.
\]

with \( c \equiv c(n, \gamma_1, \gamma_2, L, \alpha) \) independent of \((\varepsilon, t_0, \chi, \psi)\) and of the particular solution \( v^\varepsilon \).

\textbf{Proof.} In the following we shall make all the computations in some detail since the same procedure will be required later, in step 3 from Lemma 5.1. It turns out that (recall that \( q > 2 \)):

\[
\left\{ \begin{array}{l}
\int_{\tilde{Q}} (1 + |Dv^\varepsilon|^2) \frac{m^\varepsilon}{n^\varepsilon} |D^2v^\varepsilon|^2 \, dz \leq \int_{\tilde{Q}} (1 + |Dv^\varepsilon|^2) \frac{m^\varepsilon}{n^\varepsilon} |D^2v^\varepsilon|^2 \, dz < +\infty, \\
\int_{\tilde{Q}} |Dv^\varepsilon|^q \, dz < +\infty
\end{array} \right.
\]

for any parabolic subcylinder \( \tilde{Q} \Subset Q_T \) (see for instance \[21\]). For any \( f \in L^1_{\text{loc}}(Q_T; \mathbb{R}^k) \) and \( i \in \{1, 2, \ldots, n\} \), and \( h \neq 0 \) we set (with \( x + he_i, t \) \( \in Q_T \)):

\[
\tau_h f(x, t) \equiv (\tau_h, f)(x, t) := f(x + he_i, t) - f(x, t),
\]

\[
\Delta_h f(x, t) \equiv (\Delta_h, f)(x, t) := |h|^{-1} \left( f(x + he_i, t) - f(x, t) \right),
\]

where, as usual, \( \{e_i\} \) denotes the standard basis of \( \mathbb{R}^n \). In the weak formulation (2.9) we replace \( w \) by \( \tau_{-h} w \), where \( 0 < h < \text{dist(supp } \psi, \partial Q_0) / 1000 \) in order to get:

\[
\int_{Q_T} \tau_{h} \partial_t w - \tau_{h} \partial_t (z, Du) Dw \, dz = 0.
\]
If \( \{g_\rho\} \) denotes a family of standard, positive radially symmetric mollifiers, replacing \( w \) with \( w_\rho \equiv w * g_\rho \) in the previous equation yields:

\[
\int_{Q_T} - (\tau h u)_\rho \partial_t w + \left( \tau h \left( a_\epsilon(z, Du) \right) \right)_\rho Dw \, dz = 0.
\]

In the last formulation we let the test function \( w := \phi(\tau hv_\epsilon) \rho \) where \( \phi \in C^\infty_0(Q_0) \) is a non-negative cut-off function; this choice yields, after a simple integration by parts:

\[
-\frac{1}{2} \int_{Q_T} \partial_t \phi |(\tau hv_\epsilon)_\rho|^2 \, dz + \int_{Q_T} \phi \left( \tau h \left( a_\epsilon(z, Du) \right) \right)_\rho : D(\tau hv_\epsilon)_\rho \, dz = 0.
\]

By (3.9) we can let \( \rho \to 0 \) to get:

\[
-\frac{1}{2} \int_{Q_T} \partial_t \phi |\tau hv_\epsilon|^2 \, dz + \int_{Q_T} \phi \tau h a_\epsilon(z, Du) : D\tau hv_\epsilon \, dz = 0.
\]

Now we perform the following choice: \( \phi(x, t) = \tilde{\chi}(t)\chi(t)\phi^2(x) \) where \( \chi \) and \( \phi \) are as in the statement and \( \tilde{\chi} \) is a continuous function defined as follows: with 0 < \( t_0 \) < \( T \) and 0 < \( \Delta \) < \( T - t_0 \) we let

\[
\tilde{\chi}(t) := \begin{cases} 
1 & \text{if } t \leq t_0, \\
\text{affine} & \text{if } t_0 \leq t \leq t_0 + \Delta, \\
0 & \text{if } t_0 + \Delta < t.
\end{cases}
\]

With such a choice of \( \phi \), letting \( \Delta \to 0 \), we get that for every \( t \in (0, T) \):

\[
\frac{1}{2} \int_A \chi(t)\phi^2(x) |\tau h v^\epsilon(x, t)|^2 \, dx + \int_{Q_0} \chi \phi^2 \tau h a_\epsilon(z, Du) : D\tau hv_\epsilon \, dz
\]

\[
= -2 \int_{Q_0} \chi \phi \tau h a_\epsilon(z, Du) : D\phi \otimes \tau hv_\epsilon + \frac{1}{2} \int_{Q_0} \partial_t \phi |\tau hv_\epsilon|^2 \, dz. \tag{3.10}
\]

Now we split \( \tau h a_\epsilon(z, Du) \) as follows:

\[
\tau h a_\epsilon(z, Du) = \left[ a_\epsilon(x + he_\epsilon, t, Du(x + he_\epsilon, t)) - a_\epsilon(x, t, Du(x, t)) \right] + \left[ a_\epsilon(x, t, Du^\epsilon(x + he_\epsilon, t)) - a_\epsilon(x, t, Du(x, t)) \right]
\]

using (2.6) we get:

\[
|T_1(h)| \leq c|h|(1 + |Du(x + he_\epsilon)|^2)^{p-1+\alpha/4} \tag{3.11}
\]

where we used the elementary inequality:

\[
\log(2 + s^2) \leq c(\omega)(1 + s^2)^{\omega/8}; \tag{3.12}
\]

**Remark 1.** The use of (3.12) is the only point causing the dependence on the constant \( \alpha \) in the estimate of Theorem 3.1.
In order to estimate $T_2(h)$ from below, we observe that:

\[
T_2(h)D\tau_h v^\varepsilon : D\tau_h v^\varepsilon = \int_0^1 D_x a_x(x, t, Dv^\varepsilon + \theta D\tau_h v^\varepsilon) \, d\theta \, D\tau_h v^\varepsilon : D\tau_h v^\varepsilon
\]

\[
\geq L^{-1} \int_0^1 \left( 1 + |Dv^\varepsilon + \theta D\tau_h v^\varepsilon|^2 \right)^{\frac{\alpha/2 - 1}{2}} \, d\theta \, |D\tau_h v^\varepsilon|^2
\]

\[
\geq c^{-1} \left( 1 + |Dv^\varepsilon(x, t)|^2 + |Dv^\varepsilon(x + he_1, t)|^2 \right)^{\frac{\alpha/2 - 1}{2}} |D\tau_h v^\varepsilon|^2, \tag{3.13}
\]

where $c \equiv c(n, L, \gamma_1, \gamma_2) > 0$. Finally we introduce a further notation:

\[
B(h) := \left[ 1 + |Dv^\varepsilon(x, t)|^2 + |Dv^\varepsilon(x + he_1, t)|^2 \right].
\]

Using (3.11)–(3.13) in (3.10) we obtain:

\[
\int_A \chi(t)q^2(x) |\tau_h v^\varepsilon(x, t)|^2 \, dx + \int_{\partial \Omega} \chi \psi^2 T_2(h) D\tau_h v^\varepsilon : D\tau_h v^\varepsilon \, dz
\]

\[
+ \int_{\Omega_0} \chi \psi^2 \left[ B(h) \frac{\alpha/2 - 1}{2} + \varepsilon B(h) \frac{\alpha/4}{2} \right] |D\tau_h v^\varepsilon|^2 \, dz
\]

\[
\leq c \int_{\Omega_0} \chi \psi^2 \left[ B(h) \frac{\alpha/2 - 1}{2} + \varepsilon B(h) \frac{\alpha/4}{2} \right] |D\tau_h v^\varepsilon| |\tau_h v^\varepsilon| |D\psi| \, dz
\]

\[
+ c \int_{\Omega_0} \chi B(h) \frac{p_2 - 1 + \alpha/4}{2} \left[ q^2 |D\tau_h v^\varepsilon| + 2q |D\psi| |\tau_h v^\varepsilon| \right] |h| \, dz + c \int_{\Omega_0} \partial_t \chi \psi^2 |\tau_h v^\varepsilon|^2 \, dz. \tag{3.14}
\]

We estimate the terms coming from $T_1(h)$ (that is the fifth integral of the previous inequality) in the following way (using that $|D\psi| \geq 1$):

\[
\int_{\Omega_0} \chi B(h) \frac{p_2 - 1 + \alpha/4}{2} \left[ q^2 |D\tau_h v^\varepsilon| + 2q |D\psi| |\tau_h v^\varepsilon| \right] |h| \, dz
\]

\[
\leq \sigma \int_{\Omega_0} \chi \psi^2 B(h) \frac{\alpha/2 - 1}{2} |D\tau_h v^\varepsilon|^2 \, dz + C_\sigma \int_{\Omega_0} \chi \psi^2 B(h) \frac{p_1 + \alpha/4}{2} |h|^2 \, dz + c \int_{\Omega_0} \chi \psi |D\psi|^2 B(h) \frac{p_2 - 1 + \alpha/4}{2} |\tau_h v^\varepsilon| |h| \, dz.
\]

Observe that in the previous estimate we have made crucial use of the fact that $p_2 - p_1 \leq \alpha/2$ (see (3.3)). We remark that in all the previous estimates the constant $c$ only depends on $n, \gamma_1, \gamma_2, L, \alpha$. Now we plug-in the last estimate in (3.14), using Young inequality to manage for the fourth integral of (3.14), choosing $\sigma$ small enough in the previous relation and finally dividing up by $|h|^2$ we obtain, using the definition of the number $q$ and the fact that $q > 2$ (see (3.5)):

\[
\sup_{0 < r < 1} \int_A \chi(t)q^2(x) |\Delta_h v^\varepsilon(x, t)|^2 \, dx + \int_{\partial \Omega} \chi \psi^2 T_2(h) D\Delta_h v^\varepsilon : D\Delta_h v^\varepsilon \, dz
\]

\[
\leq c \int_{\Omega_0} \chi \psi |D\psi|^2 \left[ B(h) \frac{p_2 - 1 + \alpha/4}{2} |\Delta_h v^\varepsilon|^2 + B(h) \frac{p_1 + \alpha/4}{2} |\Delta_h v^\varepsilon| \right] + \psi^2 |\chi + \partial_t \chi| B(h) \frac{q}{2} \, dz
\]

and the conclusion follows just letting $h \to 0$, by (3.9). \(\square\)
Lemma 3.2. Let \( \varphi_1 \in C_0^{\infty}(A; \mathbb{R}^N) \) and \( \chi_1 \in W^{1,\infty}((0, T)) \) be two non-negative cut-off functions such that \( \chi_1(0) = 0 \) and \( \partial_t \chi_1 \geq 0 \); let \( 0 < t_0 < T \). Then:

\[
\int_{Q_{t_0}} \chi_1 \varphi_1^2 |Dv^\varepsilon|^{p_0} \, dz 
\leq c \left[ \sup_{t < t_0, \chi_1(t) \neq 0} \int_{\text{spt} \varphi_1} \left( 1 + |Dv^\varepsilon(x, t)|^2 \right) dx \right]^{2/n} \left[ I_{t_0}(\varphi_1, \chi_1) + \int_{Q_{t_0}} \chi_1 |D\varphi_1|^2 |Dv^\varepsilon|^{p_1} \, dz \right]
\]

with \( c \equiv c(n, \gamma_1, \gamma_2, L) \) independent of \( (t_0, \chi_1, \varphi_1, \varepsilon) \).

Proof. Let us introduce the following function:

\[
H := \frac{1}{1 + \alpha_0} |Dv^\varepsilon|^{1+\alpha_0}, \quad \alpha_0 := \frac{q_0 - 2}{2}
\]  
and note that \( \alpha_0 > 0 \) by (3.6). Using Sobolev’s embedding theorem, one has the inequality:

\[
\int_{A_1} \varphi_1^2 H^2 \, dx \leq c \left( \int_{A_1} |D(\varphi_1 H)|^{\frac{2}{1+\alpha_0}} \, dx \right)^{\frac{n+2}{n}}
\]

\[
\leq c \left( \int_{A_1} |\varphi_1 DH|^{\frac{2n}{n+2}} \, dx \right)^{\frac{n+2}{n}} + c \left( \int_{A_1} |D\varphi_1 H|^{\frac{2n}{n+2}} \, dx \right)^{\frac{n+2}{n}} =: cA_4 + cA_5.
\]  

By Hölder inequality we get, using also and recalling that from (3.6) and (3.15) it also follows \((2\alpha_0 + 2 - p_1)n/2 = 2\), we get

\[
A_4 = \left[ \int_{A_1} \varphi_1^2 (1 + |Dv^\varepsilon|^2)^{\frac{2n+4}{n+2}} |D^2v^\varepsilon|^2 \left( |Dv^\varepsilon|^{2\alpha_0} (1 + |Dv^\varepsilon|^2)^{\frac{2n-4}{n+2}} \right) \, dx \right]^{\frac{n+2}{n}}
\]

\[
\leq \left( \int_{A_1} \varphi_1^2 (1 + |Dv^\varepsilon|^2)^{\frac{2n+4}{n+2}} |D^2v^\varepsilon|^2 \, dx \right) \left( \int_{\text{spt} \varphi_1} |Dv^\varepsilon(x, t)|^2 \, dx \right)^{\frac{2n-4}{n+2}} \left( \int_{\text{spt} \varphi_1} (1 + |Dv^\varepsilon(x, t)|^2) \, dx \right)^{\frac{4}{n+2}}.
\]  

Moreover, again by Hölder inequality and since \((1 + \alpha_0)(2n)/(n+2) = (p_1n + 4)/(n+2)\), we gain

\[
A_5 = \left( \frac{2}{q_0} \right)^2 \left[ \int_{A_1} |D\varphi_1|^2 |Dv^\varepsilon|^2 \left( |Dv^\varepsilon|^{\frac{4}{p_1}} |Dv^\varepsilon|^{\frac{4}{n+2}} \right) \, dx \right]^{\frac{n+2}{n}}
\]

\[
\leq \left( \int_{A_1} |D\varphi_1|^2 |Dv^\varepsilon|^{p_1} \, dx \right) \left( \int_{\text{spt} \varphi_1} |Dv^\varepsilon(x, t)|^2 \, dx \right)^{\frac{2n-4}{n+2}} \left( \int_{\text{spt} \varphi_1} (1 + |Dv^\varepsilon(x, t)|^2) \, dx \right)^{\frac{4}{n+2}}.
\]  

Integrating on \((0, t_0)\) via (3.16), (3.17) and (3.18) we conclude the proof:

\[
\int_{Q_{t_0}} \varphi_1^2 \chi_1 |Dv^\varepsilon|^{p_0} \, dz \leq c \int_{0}^{t_0} \chi_1 \left( \int_{\text{spt} \varphi_1} (1 + |Dv^\varepsilon(x, t)|^2) \, dx \right)^{\frac{2n-4}{n+2}} \left( \int_{A_1} \varphi_1^2 P_{\varepsilon} + |D\varphi_1|^2 |Dv^\varepsilon|^{p_1} \, dx \right) dt
\]

\[
\leq c \left[ \sup_{0 < t < t_0, \chi_1(t) \neq 0} \int_{\text{spt} \varphi_1} (1 + |Dv^\varepsilon(x, t)|^2) \, dx \right]^2 \left[ I_{t_0}(\varphi_1, \chi_1) + \int_{Q_{t_0}} \chi_1 |D\varphi_1|^2 |Dv^\varepsilon|^{p_1} \, dz \right]. \quad \square
The next lemma gives a first form of the estimate in Theorem 3.1:

**Lemma 3.3.** Assume that $\Gamma > 0$ is such that the cylinder $Q(z_0, \Gamma) \subseteq Q_T$. Then:

$$
\int_{Q(z_0, \rho)} |Dv^\varepsilon|^q \, dz \leq c \left[ \frac{1}{(R - \rho)^2} \int_{Q(z_0, R)} (1 + |Dv^\varepsilon|^q) \, dz \right]^{\frac{2}{q+1}}
$$

whenever $0 < \Gamma/2 \leq \rho < R \leq \Gamma$. In (3.19) the constant $c \equiv c(n, \gamma_1, R, \alpha)$ is independent of $(z_0, \Gamma, \rho, R, \varepsilon)$.

**Proof.** In Lemma 3.2 we choose the cut-off functions as follows: $\psi_1$ is such that $\psi_1 \equiv 1$ in $B(x_0, \rho)$, $\psi_1 \equiv 0$ out of $B(x_0, (\rho + R)/2)$ and such that $|D\psi_1| \leq c(R - \rho)^{-1}$ in $A$. As for $\chi_1$ we let:

$$
\chi_1(t) := \begin{cases} 
0 & \text{if } t_0 - \frac{(R + \rho)^2}{2} \geq t, \\
\frac{t + ((R + \rho)/2)^2 - t_0}{(R + \rho/2)^2 - \rho^2} & \text{if } t_0 - \rho^2 \geq t \geq t_0 - \frac{(R + \rho)^2}{2}, \\
1 & \text{if } t \geq t_0 - \rho^2.
\end{cases}
$$

It obviously follows that $|\partial_t \chi_1| \leq 4/(R - \rho)^2$. With such a choice of $\psi_1$ and $\chi_1$ Lemma 3.2 yields:

$$
\int_{Q(z_0, \rho)} |Dv^\varepsilon|^q \, dz \leq c \left[ \sup_{t_0 - ((R + \rho)/2)^2 < t < B(x_0, (R + \rho)/2)} \int_{Q(z_0, (R + \rho)/2)} (1 + |Dv^\varepsilon(x, t)|^2) \, dx \right]^{2/n} \times \left[ \int_{Q(z_0, (R + \rho)/2)} P_t(z) \, dz + \frac{1}{(R - \rho)^2} \int_{Q(z_0, (R + \rho)/2)} |Dv^\varepsilon|^q \, dz \right].
$$

(3.20)

Now we turn to Lemma 3.1 and we perform a suitable choice of the test functions $\varphi$ and $\chi$. We choose $\varphi$ in such a way that $\varphi \equiv 1$ in $B(x_0, \sqrt{\frac{R + \rho}{2}})$, $\varphi \equiv 0$ out of $B(x_0, R)$ and $1 \leq |D\varphi| \leq c(R - \rho)^{-1}$ in $A$. Analogously we pick the following $\chi$:

$$
\chi(t) := \begin{cases} 
0 & \text{if } t_0 - R^2 \geq t, \\
\frac{t + R^2 - t_0}{R^2 - ((R + \rho)/2)^2} & \text{if } t_0 - R^2 \geq t \geq t_0 - \frac{(R + \rho)^2}{2}, \\
1 & \text{if } t \geq t_0 - \frac{(R + \rho)^2}{2}.
\end{cases}
$$

Once again $|\partial_t \chi| \leq 4/(R - \rho)^2$. With such a choice it follows from Lemma 3.1 that:

$$
\int_{Q(z_0, (R + \rho)/2)} P_t(z) \, dz + \sup_{t_0 - ((R + \rho)/2)^2 < t < B(x_0, (R + \rho)/2)} \int_{Q(z_0, (R + \rho)/2)} (1 + |Dv^\varepsilon(x, t)|^2) \, dx \leq c \left[ \frac{1}{(R - \rho)^2} \int_{Q(z_0, R)} (1 + |Dv^\varepsilon|^2)^{q/2} \, dz \right].
$$

Finally, the lemma follows merging this last bound with the one in (3.20). \[\square\]
The following is restatement of Lemma 6.1 from [16]:

**Lemma 3.4.** Let \( h : \reals \to \reals \) be a non-negative bounded function, and let \( A, B, \beta_1, \beta_2 > 0 \). Assume that for any \( \rho \) and \( R \) such that \( \Gamma / 2 \leq \rho < R \leq \Gamma \):
\[
h(\rho) \leq \frac{1}{2} h(R) + \frac{A}{(R - \rho)^{\beta_1}} + \frac{B}{(R - \rho)^{\beta_2}}.
\]
Then there exists \( c \equiv c(\beta_1, \beta_2) \), such that:
\[
h(\Gamma / 2) \leq c \left( \frac{A}{\Gamma^{\beta_1}} + \frac{B}{\Gamma^{\beta_2}} \right).
\]

**Lemma 3.5.** Assume there are numbers \( q_1 \geq 1, \delta > 1, \mu \geq 0, \gamma \geq 1, \theta \in (0, 1) \) such that:
\[
\frac{\theta \gamma}{\delta} < 1.
\]
Assume that \( f \in L^{q_1} (Q(z_0, \Gamma)) \) and:
\[
\int_{Q(z_0, \rho)} |f|^{q_1 \delta} \, dz \leq \frac{c_1}{(R - \rho)^{\mu}} \left( \int_{Q(z_0, R)} (1 + |f|)^{q_1} \, dz \right)^{\gamma}
\]
for all \( \rho \) and \( R \) such that \( \Gamma / 2 \leq \rho < R < \Gamma \). Then there is a constant \( c \equiv c(c_1, q_1, \delta, \mu, \gamma, n, \theta) \) such that:
\[
\int_{Q(z_0, \Gamma / 2)} |f|^{q_1 \delta} \, dz \leq c \Gamma^{(n+2)\gamma - \mu} + \frac{c}{\Gamma^{\frac{\mu}{\gamma - \theta}}} \left( \int_{Q(z_0, \Gamma)} |f|^{q_1(1-\theta)\delta} \, dz \right)^{\frac{1}{\gamma - \theta}}.
\]

**Proof.** Using Hölder inequality we have:
\[
\int_{Q(z_0, R)} |f|^{q_1} \, dz \leq \left( \int_{Q(z_0, R)} |f|^{q_1 \delta} \, dz \right)^{\theta} \left( \int_{Q(z_0, R)} |f|^{q_1(1-\theta)\delta} \, dz \right)^{\frac{1}{\theta}}.
\]
Therefore, using (3.22) and the previous inequality, it follows that:
\[
\int_{Q(z_0, \rho)} |f|^{q_1 \delta} \, dz \leq c \Gamma^{(n+2)\gamma} + \left( \int_{Q(z_0, R)} |f|^{q_1 \delta} \, dz \right)^{\gamma}
\]
\[
\leq c \Gamma^{(n+2)\gamma} + \frac{c}{(R - \rho)^{\mu}} \left( \int_{Q(z_0, \Gamma)} |f|^{q_1 \delta} \, dz \right)^{\gamma} \left( \int_{Q(z_0, \Gamma)} |f|^{q_1(1-\theta)\delta} \, dz \right)^{\frac{1}{\gamma - \theta}}.
\]
By (3.22) we can apply Young inequality to get:
\[
\int_{Q(z_0, \rho)} |f|^{q_1 \delta} \, dz \leq \frac{1}{2} \int_{Q(z_0, R)} |f|^{q_1 \delta} \, dz + c \Gamma^{(n+2)\gamma} \frac{(R - \rho)^{\mu}}{\mu}
\]
\[
+ \frac{1}{\Gamma^{\frac{\mu}{\gamma - \theta}}} \left( \int_{Q(z_0, \Gamma)} |f|^{q_1(1-\theta)\delta} \, dz \right)^{\frac{1}{\gamma - \theta}}.
\]
Finally the assertion follows applying Lemma 3.4 with the choice:
\[ A := c \Gamma^{(n+2)\gamma}, \quad B := c \left( \int_{Q(z_0,\Gamma)} |f(z)|^{p_1(1-\theta)} dz \right)^{\gamma/(\delta - \theta)}, \]

\[ h(s) := \int_{Q(z_0,s)} |f(z)|^{q_1 \delta} dz, \quad \beta_1 := \mu, \quad \beta_2 := \frac{\delta \mu}{\delta - \gamma \theta}. \]

**Remark 2.** The constant and the quantities appearing in the previous lemma exhibit the following critical behavior:

\[ \lim_{\theta \gamma/\delta \to 1} c = +\infty; \quad (3.26) \]

This appears after using Young inequality in (3.24) in order to get (3.25), more precisely the constant \( \tilde{c} \) in (3.25) becomes unbounded as \( \theta \gamma/\delta \to 1 \). Therefore, when repeatedly applying this lemma, we shall take care that \( \theta \gamma/\delta \) stays uniformly bounded away from one, with respect to the parameters involved in the proof.

**Proof of Theorem 3.1.** We want to apply Lemma 3.5 in the context of Lemma 3.3, therefore in Lemma 3.5 we perform the following choice of the various quantities involved:

\[ f := |Dv|, \quad \gamma := (n+2)/n, \quad \mu := 2(n+2)/n, \quad q_1 := q \quad (3.27) \]

and finally

\[ \delta := \frac{p_1 + 4/n}{q}. \]

Now, as suggested by the statement, we are going to distinguish between the cases \( p_2 < 2 \) and \( p_2 \geq 2 \) checking in both cases that the choice of the previous quantities allows to apply Lemma 3.5.

**Case** \( p_2 < 2 \). In this case, since \( p_1 > \frac{2n}{n+2} \) we first obtain that \( \delta \) stays uniformly bounded away from 1 with respect to all the parameters involved: \( (L, p_1, p_2, \varepsilon) \). Indeed:

\[ \delta \geq \frac{p_1 + 4/n}{2 + 4/n} > \left( \frac{2n}{n+2} + \frac{4}{n} \right) \left( 2 + \frac{4}{n} \right)^{-1} > 1. \]

Let us define \( \theta \) as the solution to the equation:

\[ \frac{\delta q(1-\theta)}{\delta - \theta} = p_1, \quad (3.28) \]

i.e.:

\[ \theta = \frac{\delta (q - p_1)}{\delta q - p_1} = \frac{n(q - p_1) \delta}{4}. \quad (3.29) \]

Then we check, in order to apply Lemma 3.5, that \( \theta \in (0, 1) \). Indeed, it turns out that also \( \theta \) stays bounded away from 1 (from above, this time) uniformly with respect to all the parameters involved; using in turn (3.29) and (3.3) it follows:

\[ 0 < \theta = \frac{n(q - p_1)}{4} \frac{p_1 + 4/n}{2 + \alpha} \leq \frac{n}{4} \left( 2 - \gamma_1 + \alpha \right) \frac{p_1 + 4/n}{2} = \frac{n}{4} \left[ 2 - \frac{2n}{n+2} + \left( \alpha - \left( \gamma_1 - \frac{2n}{n+2} \right) \right) \right] \frac{p_1 + 4/n}{2} =: \tilde{\theta} \]

\[ < \frac{n}{4} \left( 2 - \frac{2n}{n+2} \right) \frac{2 + 4/n}{2} = 1. \quad (3.30) \]
It remains to check condition (3.21) that is:
\[
\frac{\theta \gamma}{\delta} = \frac{n(q - p_1)n + 2}{4n} \\
\leq \frac{n + 2}{4}(2 + \alpha - \gamma_1) \\
= \frac{n + 2}{4} \left[ 2 - \frac{2n}{n + 2} + \left( \alpha - \left( \frac{2n}{n + 2} \right) \right) \right] =: \tilde{b} \\
\leq \frac{n + 2}{4} \left( 2 - \frac{2n}{n + 2} \right) = 1.
\]

We observe that we have used the fact that \(\gamma_1 > \frac{2n}{n + 2} \) via (3.3). So, keeping into account (3.28), we are now able to apply Lemma 3.5 obtaining (3.7). The precise values of \(s_1\) and \(s_2\) can now be inferred by looking at Lemma 3.5 and the relations included in (3.27), (3.28) and (3.29).

**Remark 3.** Here we somehow trace back the dependence of the constants in the previous argumentation. We observe that the distance \(1 - \tilde{b}\) is critical for the constant appearing in (3.21), see also Remark 3. Since \(\tilde{b} < 1\), then \(\theta \gamma/\delta\) stays bounded away from 1. This quantity, indeed, critically depends on \(\gamma_1 - \frac{2n}{n + 2}\) in the sense that:
\[
\lim_{\gamma_1 \to \frac{2n}{n + 2}} 1 - \frac{\theta \gamma}{\delta} = 0.
\]

Consequently, the constant in Theorem 3.1 blows up when \(\gamma_1 \to \frac{2n}{n + 2}\). Therefore assuming that \(\gamma_1 > \frac{2n}{n + 2}\) we have that the crucial quantity appearing in (3.21) stays uniformly bounded away from 1: \(\theta \gamma/\delta < \tilde{b} < 1\) with \(\tilde{b}\) depending on \((n, \gamma_1, \gamma_2, L)\) but not on \(\varepsilon\) and \(\alpha\) which, in turn, can be fixed a priori depending only on \(n\) and the distance \(\gamma_1 - \frac{2n}{n + 2}\) (in the case \(p_2 < 2\)). Finally observe how also the exponents \(s_1\) and \(s_2\) critically depend on the distance \(1 - \theta \gamma/\tilde{b}\); indeed it turns out that:
\[
s_1 = \frac{\mu}{1 - \theta \gamma/\tilde{b}}, \quad s_2 = \frac{\gamma (1 - \theta/\tilde{b})}{1 - \theta \gamma/\tilde{b}}.
\]

**Case \(p_2 \geq 2\).** As before we observe that \(\delta\) stays bounded away from 1:
\[
\delta = \frac{p_1 + 4/n}{\gamma_2 + 2/(n(n + 2))} < 1 + \frac{4/n - 4/(n(n + 2))}{\gamma_2 + 2/(n(n + 2))} > 1,
\]
where we used both inequalities in (3.3). Then we check that \(\theta\), again defined by (3.28), still belongs to \((0, 1)\) and is uniformly bounded away from 1. Let us observe that:
\[
q - p_1 = (p_2 + \alpha) - p_1 \leq 2\alpha < \frac{4}{n(n + 2)} < \frac{4}{n + 2}.
\]

Using (3.29) and (3.31) it follows that:
\[
0 < \theta = \frac{n(q - p_1)\delta}{4} \leq \frac{\delta}{n + 2} \\
\leq \frac{p_1 + 4/n}{q(n + 2)} \leq \frac{1}{n + 2} \left( 1 + \frac{4}{nq} \right) \\
< \frac{1}{n + 2} \left( 1 + \frac{4}{n} \right) \leq \frac{3}{4}.
\]
where, of course, we used the fact that \( n \geq 2 \). Again we have to check (3.21); using (3.29) and (3.31):

\[
\frac{\theta \gamma}{\delta} \leq \frac{n(q-p_1)}{4} + \frac{n + 2}{2n} \frac{4n}{(n+2)4n} \leq \frac{1}{2},
\]

and the proof is concluded applying again Lemma 3.5 as in the previous case. \( \Box \)

A side benefit of Theorem 3.1 is the following higher differentiability result.

**Theorem 3.2.** Under the assumptions of Theorem 3.1

\[
\int_{Q(x_0, \Gamma/4)} \left(1 + |Dv\epsilon|^2 \right) \frac{n+2}{2n} \left| |D^2v\epsilon|^2 dz \right| \leq c(n, \gamma_1, \gamma_2, L, s_1, \Gamma) \left( \int_{Q(x_0, \Gamma)} \left(1 + |Dv\epsilon|^p \right) dz \right)^{\frac{s_2}{2}}.
\]

**Proof.** It suffices to combine estimates (3.7) and (3.8), choosing suitable cut-off functions \( \phi \) and \( \chi \) between \( B(x_0, \Gamma/4) \) and \( B(x_0, \Gamma/2) \) and between \([t_0 - (\Gamma/4)^2, t_0] \) and \([t_0 - (\Gamma/2)^2, t_0] \), respectively. \( \Box \)

4. An approximation procedure

We shall keep here the notations introduced in the previous section. In the following we shall develop an approximation procedure aimed to establishing the estimate contained in Theorem 3.1 not only for the functions \( v\epsilon \), but directly for the original solution \( u \). The proof of this assertion will be achieved via an approximation argument; a main point is that the usual smoothing procedure by convolution behaves nicely when the exponent \( p(z) \) is Hölder continuous (see Appendix A).

The main result of the section is the following (local) higher integrability result, extending the one of Theorem 3.1:

**Theorem 4.1.** The results and the estimates stated in Theorems 3.1 and 3.2 hold for any Energy Solution \( u \) to system (2.7) under the assumptions (2.1)–(2.6). Moreover if \( Q_0 := B(\overline{x}_0, R) \times (t_1, t_2) \subset Q_T \) is as in Section 3, then:

\[
\begin{cases}
Du \in L^p_{\text{loc}}(Q_0; \mathbb{R}^n), \\
u \in L^p_{\text{loc}}(t_1, t_2; W^{2, p}_{\text{loc}}(B(\overline{x}_0, R); \mathbb{R}^N)) \quad \text{with} \quad p := \min\{p_1, 2\}, \\
(1 + |Du|^2)^{\frac{n+2}{2}} |D^2u|^2 \in L^1_{\text{loc}}(Q_0).
\end{cases}
\]

We start with a smoothing procedure, letting:

\[
u_\gamma(z) := \int_{\overline{Q_T}} \omega_\gamma(\overline{z} - z) u(\overline{z}) d\overline{z},
\]

with \( \gamma \in (0, 1) \), \( \omega_\gamma(z) = \omega_\gamma^1(x) \omega_\gamma^2(t) \) where \( \omega_\gamma^1 \in C^\infty_c(\mathbb{R}^n) \) is a standard mollifier in \( \mathbb{R}^n \) i.e.: \( \omega_\gamma^1 \geq 0 \), supp \( \omega_\gamma^1 \subset B(0, \gamma) \) and \( \int_{\mathbb{R}^n} \omega_\gamma^1(x) dx = 1 \); as for \( \omega_\gamma^2 \) we first let:

\[
\omega_\gamma^2(t) := \begin{cases}
0 & \text{if } t \leq 0, \\
c \exp\left( -\frac{1}{(t+1)^\theta} \right) & \text{if } -1 < t < 0, \\
0 & \text{if } t \leq -1,
\end{cases}
\]
where constant in the previous definition is such that \( \int_{\mathbb{R}} \omega_y^2(t) \, dt = 1 \). Then we define, as usual, \( \omega_y^2(t) := \gamma^{-2} \omega_n^2(t/\gamma^2) \), thus spt \( \omega_y^2 \subseteq (-\gamma^2, 0) \) and \( \int_{\mathbb{R}} \omega_y^2(t) \, dt = 1 \).

Now, let us consider the cylinder \( Q_0 := B(x, R) \times (t_1, t_2) \equiv B_0 \times (t_1, t_2) \subseteq Q_r \) from the statement of Theorem 4.1. With \( \gamma \in (0, 1) \) we consider an increasing continuous function \( \varepsilon : [0, 1] \to \mathbb{R}^+ \) such that \( \varepsilon(\gamma) \to 0 \) when \( \gamma \to 0 \) and:

\[
\lim_{\gamma \to 0} \varepsilon(\gamma) \int_{Q_0} \left| (Du)_y \right|^q \, dz = 0
\]  

(4.2)

(it suffices to take e.g.

\[
\varepsilon(\gamma) := \frac{1}{1 + \gamma^{-2} + (\int_{Q_0} \left| (Du)_y \right|^q \, dz)^2}
\]

with \( \gamma > 0 \).

Keeping fixed our Energy Solution \( u \), we look for a function \( w_y : Q_0 \to \mathbb{B}^N \) with the following properties:

\[
\begin{align*}
 w_y & \in C([t_1, t_2]; L^2(B_0; \mathbb{B}^N)) \cap L^q(t_1, t_2; W^{1,q}_0(B_0; \mathbb{B}^N)), \\
 \partial_t w_y & \in L^{q_2}(B_0; \mathbb{B}^N), \quad q_2 \equiv \frac{q}{q-1}, \\
 w_y & \equiv 0, \\
 \int_{Q_0} [-w_y \partial_t W + a_{\varepsilon(\gamma)}(z, Du_y + Dw_y)] : DW \, dz = \int_{Q_0} (a(z, Du_y) : DW \, dz \quad \forall W \in C_0^\infty(Q_0; \mathbb{B}^N),
\end{align*}
\]  

(4.3)

(4.4)

\[
\begin{align*}
 \frac{1}{2} \left\| w_y(\cdot, t) \right\|_{L^2(B_0)}^2 & + \int_{B_0 \times (t_1, t_2)} a_{\varepsilon(\gamma)}(z, Du_y + Dw_y) : Dw_y \, dz \\
 & \leq \int_{B_0 \times (t_1, t_2)} (a(z, Du_y) : Dw_y \, dz \quad \text{for a.e. } t \in [t_1, t_2].
\end{align*}
\]  

(4.5)

(4.6)

We used the notation introduced in the previous section, that is:

\[
a_{\varepsilon(\gamma)}(z, F) = a(z, F) + \varepsilon(\gamma)(1 + |F|^2)^{\frac{q-2}{q}} F,
\]  

(4.7)

and the exponent \( q \) satisfies (3.6).

We remark that for a fixed Energy Solution \( u \) and a fixed \( \gamma > 0 \) the existence of a solution \( w_y \) with the properties stated above is a well established fact [21]. From now on \( \gamma \) will abbreviate a sequence of positive numbers \( \{\gamma_n\}_{n \geq 3} \) such that \( \gamma_n \to 0 \); from time to time we shall pass to a subsequence that will be still denoted by \( \gamma \). We shall assume that \( 0 < \gamma \leq \gamma_0 := (1/1000) \min(\text{dist}(B_0, \partial \Omega), t_1, \sqrt{t_1}) \).

**Lemma 4.1.** If \( w_y \) is a solution to problem (4.3)–(4.6), then:

\[
\sup_{t_1 < t < t_2} \left\| w_y(\cdot, t) \right\|_{L^2(B_0)}^2 + \int_{Q_0} |Du_y|^{p(c)} + \varepsilon(\gamma)|Du_y|^{q} \, dz \\
\leq c \left[ \int_{Q_r} 1 + |Du|^{p(c)} \, dz + \varepsilon(\gamma) \int_{Q_0} |Du_y|^{q} \, dz \right].
\]  

(4.8)

where \( v_y \equiv w_y + u_y \) and the constant \( c \equiv c(n, \gamma_1, \gamma_2) \) is independent of \( \gamma \in (0, 1) \).

**Proof.** From (4.6) it follows that for a.e. \( t \in (t_1, t_2) \):
\[
\frac{1}{2} \| w_\gamma (\cdot, t) \|^2_{L^2(B_0)} + \int_{B_0 \times (t_1, t)} a_\varepsilon(\gamma) (z, Du_\gamma + Dw_\gamma) : (Du_\gamma + Dw_\gamma) \, dz \\
\leq c \int_{B_0 \times (t_1, t)} [(a(z, Du))_\gamma : Dw_\gamma + a_\varepsilon(\gamma) (z, Du_\gamma + Dw_\gamma) : Du_\gamma] \, dz.
\] (4.9)

On the other hand, writing
\[
a_\varepsilon(\gamma)(z, F) = (a_\varepsilon(\gamma)(z, F) - a_\varepsilon(\gamma)(z, 0)) : F + a_\varepsilon(\gamma)(z, 0) : F
\]
using (2.3)–(2.5) we easily derive also the following estimate:
\[
\frac{1}{2} \| w_\gamma (\cdot, t) \|^2_{L^2(B_0)} + \int_{Q_0} |Dv_\gamma|^{\tilde{p}(z)} + \varepsilon(\gamma)(1 + |Dv_\gamma|)^q \, dz \\
\leq c \int_{Q_0} 1 + |(a(z, Du))_\gamma| |Dw_\gamma| + |Dv_\gamma| \, dz \\
+ c \int_{Q_0} \left( (1 + |Dv_\gamma|)^{\frac{q-1}{2}} + \varepsilon(\gamma)(1 + |Dv_\gamma|)^{\frac{q-2}{2}} \right) |Du_\gamma| \, dz.
\] (4.10)

We recall that, since \( p(z) \) is Hölder continuous we have that (see Appendix A):
\[
\int_{Q_0} |Du_\gamma(z)|^{p(z)} \, dx \leq c \int_{Q_T} 1 + |Du(z)|^{p(z)} \, dx < +\infty,
\] (4.11)
\[
\int_{Q_0} |(a(z, Du))_\gamma(z)|^{\frac{p(z)}{\tilde{p}(z)}} \, dx \leq c \int_{Q_T} |a(z, Du(z))|^{\frac{p(z)}{\tilde{p}(z)}} \, dx \\
\leq c \int_{Q_T} 1 + |Du(z)|^{p(z)} \, dx < +\infty.
\] (4.12)

Using (4.2), (4.11), (4.12) we can derive (4.8) from (4.10) using Young’s inequality and the lemma is finally proved.

\textbf{Lemma 4.2.} If \( w_\gamma \) is a solution to problem (4.3)–(4.6), then \( I(\gamma) \to 0 \), where:
\[
I(\gamma) := \sup_{t_1 < t < t_2} \frac{1}{2} \| w_\gamma (\cdot, t) \|^2_{L^2(B_0)} + \int_{B_0} (a(z, Dw_\gamma) - a(z, Du_\gamma)) : Dw_\gamma \, dz \\
+ \varepsilon(\gamma) \int_{Q_0} (1 + |Dv_\gamma|)^{\frac{q-2}{2}} |Dv_\gamma|^2 \, dz.
\]

We postpone the proof of the previous lemma to the one of the following corollary:

\textbf{Lemma 4.3.} With the previous notation it follows that, up to extracting a subsequence,
\[
v_\gamma \to u \quad \text{in} \quad L^1(Q_0; \mathbb{R}^N),
\]
\[
Dv_\gamma \to Du \quad \text{in} \quad L^p(Q_0; \mathbb{R}^n) \quad \text{and a.e. in} \quad Q_0.
\]
Proof. Indeed from Lemma 4.2 it follows that
\[ w_\gamma \to 0 \quad \text{in} \quad L^2(Q_0; \mathbb{R}^n). \tag{4.13} \]

Now we observe that by (2.5)
\[ (a(z, F_2) - a(z, F_1)) : (F_2 - F_1) \geq \tilde{c}(1 + |F_2|^2 + |F_1|^2)^{\alpha L-2} |F_2 - F_1|, \]
for any \( F_1, F_2 \in \mathbb{R}^{nN} \), where the constant \( \tilde{c} \) depends only on \( L, \gamma_1 \) and \( n \). From this inequality it follows that if \( p_1 \geq 2 \) then:
\[ \int_{Q_0} |Dw_\gamma|^{p_1} \, dz \leq c \int_{Q_0} (1 + |Dw_\gamma|^2 + |Du_\gamma|^2)^{\frac{p_1L-2}{2}} |Dw_\gamma|^2 \, dz \leq c I(\gamma). \tag{4.14} \]

If \( p_1 < 2 \), instead, we must argue in a different manner, using Hölder inequality:
\[
\int_{Q_0} |Dw_\gamma|^{p_1} \, dz = \int_{Q_0} \left( |Dw_\gamma|^2 + |Du_\gamma|^2 \right)^{\frac{p_1L-2}{2}} \left( 1 + |Dw_\gamma|^2 + |Du_\gamma|^2 \right)^{\frac{p_1L-2}{2}} \, dz \\
\leq \left( \int_{Q_0} (1 + |Dw_\gamma|^2 + |Du_\gamma|^2) \, dz \right)^{\frac{p_1L-2}{2}} \left( \int_{Q_0} (1 + |Dw_\gamma|^2 + |Du_\gamma|^2)^{\frac{p_1L-2}{2}} \, dz \right)^{\frac{2}{p_1L-2}} \\
\leq c [I(\gamma)]^{\frac{p_1}{2}} \to 0 \tag{4.15}
\]
as \( \gamma \to 0 \). So in any case we have that \( Dw_\gamma \to 0 \) in \( L^{p_1}(Q_0; \mathbb{R}^n) \). Finally, keeping into account that \( u_\gamma \to u \) strongly in \( L^1_{\text{loc}}(Q_T; \mathbb{R}^N) \) and \( Du_\gamma \to Du \) strongly in \( L^{p_1}_{\text{loc}}(Q_T; \mathbb{R}^{nN}) \), the statement follows using (4.13). \( \square \)

Proof of Lemma 4.2. From (4.6) it is possible to derive the following identity:
\[
\frac{1}{2} \left\| w_\gamma (\cdot, t) \right\|^2_{L^2(B_0)} + \int_{t_1}^{t} \int_{B_0} (a(z, Dw_\gamma) - a(z, Du_\gamma)) : Dw_\gamma \, dz + \varepsilon(\gamma) \int_{t_1}^{t} \int_{B_0} (1 + |Dv_\gamma|^2)^{\frac{p_1L-2}{2}} |Dv_\gamma|^2 \, dz \\
\leq \varepsilon(\gamma) \int_{t_1}^{t} \int_{B_0} (1 + |Du|^2)^{\frac{p_1L-2}{2}} |Du|^2 \, dz \\
+ \int_{t_1}^{t} \int_{B_0} (a(z, Du) - a(z, Du_\gamma)) : Dw_\gamma \, dz \\
+ \int_{t_1}^{t} \int_{B_0} (a(z, Du_\gamma) - a(z, Du)) : Dw_\gamma \, dz
\]
for all \( t \in (t_1, t_2) \) and, therefore:
\[ I(\gamma) \leq c (I_1(\gamma) + I_2(\gamma) + I_3(\gamma)) \tag{4.16} \]
where:
\[ I_1(\gamma) := \epsilon(\gamma) \int_{Q_0} (1 + |Dv_\gamma|^2)^{\frac{p+2}{2}} |Du_\gamma| \, dz, \]
\[ I_2(\gamma) := \int_{Q_0} \left| \left( (a(z, Du) \right)_\gamma - a(z, Du) \right| |Dw_\gamma| \, dz, \]
\[ I_3(\gamma) := \int_{Q_0} \left| a(z, Du) - a(z, Du_\gamma) \right| |Dw_\gamma| \, dz. \]

By Hölder inequality we have:
\[ I_1(\gamma) \leq \left( \epsilon(\gamma) \int_{Q_0} 1 + |Dv_\gamma|^q \, dz \right)^{\frac{1}{q}} \left( \epsilon(\gamma) \int_{Q_0} 1 + |Du_\gamma|^q \, dz \right)^{\frac{1}{q}} \]
and therefore \( I_1(\gamma) \to 0 \), by (4.2). Now, with \( \delta \in (0, 1) \) we use Young’s inequality in (4.16) to deduce the estimate:
\[ I_2(\gamma) + I_3(\gamma) \leq \delta \int_{Q_0} |Dw_\gamma|^{\frac{p(z)}{q(z)}} + |Dv_\gamma|^{\frac{p(z)}{q(z)}} \, dz + c_\delta (I_4 + I_5), \tag{4.17} \]
where this time we have set:
\[ I_4(\gamma) := \int_{Q_0} \left| \left( (a(z, Du) \right)_\gamma - a(z, Du) \right|^{\frac{p(z)}{p(z)-1}} \, dz, \]
\[ I_5(\gamma) := \int_{Q_0} \left| a(z, Du) - a(z, Du_\gamma) \right|^{\frac{p(z)}{p(z)-1}} \, dz. \]

Observe that, by the results in Appendix A, it follows that \( I_4(\gamma) + I_5(\gamma) \to 0 \) when \( \gamma \to 0 \). Finally the statement follows looking at (4.17) and letting first \( \gamma \to 0 \) and then letting \( \delta \to 0 \), keeping into account the boundedness result in (4.8) and the choice (4.2) of \( \epsilon(\gamma) \).

**Proof of Theorem 4.1.** We take a parabolic cylinder \( Q(z_0, 2r) \subset Q_0 \) \((z_0 = (x_0, t_0))\) as in Theorem 3.1; then we apply the approximation procedure described above to \( Q_0 \). At this stage we can use the a priori estimate of Theorem 3.1 for each function \( v_\gamma \). Indeed by (4.5) it follows that \( v_\gamma \) solves the problem
\[ \int_{Q_0} -v_\gamma \partial_t w + a_\epsilon(z, Dv_\gamma) : Dw \, dz = 0 \quad \forall w \in C_0^\infty(Q_0; \mathbb{R}^N) \]
which is of the type in (3.1). Therefore the a priori estimate in (3.7) is valid for \( v_\gamma \) with a constant \( c \) that does not depend on \( \gamma \). Using the result of Lemma 4.3 and the lower semicontinuity of integrals it follows:
\[
\int_{Q(z_0, r/2)} |Du|^{q_0} \, dz \leq \liminf_{\gamma} \int_{Q(z_0, r/2)} |Dv_\gamma|^{q_0} \, dz \leq c \Gamma^{n+2} + \lim_{\gamma} c \left( \frac{1}{\Gamma} \right)^{s_1} \left( \int_{Q(z_0, r)} |Dv_\gamma|^{q_1} \, dz \right)^{s_2} = c \Gamma^{n+2} + c \left( \frac{1}{\Gamma} \right)^{s_1} \left( \int_{Q(z_0, r)} |Du|^{q_1} \, dz \right)^{s_2}.
\]
and the proof of the higher integrability is finished; now we turn to the higher differentiability part. The estimate of Theorem 3.2 holds uniformly with respect to $\gamma$. From this fact it immediately follows that the sequence $\{v_{\gamma}\}_\gamma$ is bounded in $L^2(t_0 - \Gamma^2/16, t_0; W^{2,2}(B(x_0, \Gamma/4); \mathbb{R}^N))$. \[ p := \min(p_1, 2) \]

since $Dv_{\gamma} \to Du$ strongly in $L^{p_1}(Q(z_0, \Gamma/4); \mathbb{R}^N)$, up to (not relabelled) subsequences we have that $D^2v_{\gamma} \to D^2u$ weakly in $L^2(Q_0; \mathbb{R}^{2N})$. Finally, by well known lower semicontinuity theorems (in fact, $Dv_{\gamma}$ converges strongly, $D^2v_{\gamma}$ converges weakly and the integrand is convex with respect to the $D^2v_{\gamma}$ argument) and the estimate of Theorem 3.2 it follows:

\[
\int_{Q(z_0, \Gamma/4)} (1 + |Du|^2)^{\frac{p_1(p_1-2)}{2}} |D^2u|^2 \, dz \leq \liminf_{\gamma \to 0} \int_{Q(z_0, \Gamma/4)} (1 + |Dv_{\gamma}|^2)^{\frac{p_1(p_1-2)}{2}} |D^2v_{\gamma}|^2 \, dz
\]

\[
\leq c(n, \gamma_1, \gamma_2, L, s_1, \Gamma) \left( \int_{Q(z_0, \Gamma)} 1 + |D|^{p_1} \, dz \right)^{\frac{2}{p_1}}.
\]

From this (4.1)_{1} and (4.1)_{3} follow via a standard covering argument. \qed

5. A decay estimate

In this section we consider an Energy Solution $u$ to the system (2.7) in $Q_0$, under the assumptions described in Section 2, where $Q_0 = B(\bar{x}, R) \times (t_1, t_2) \subset Q_T$ and $Q_0$ satisfies all the requirements described in Section 3, in particular those in Theorem 3.1. Therefore we shall suppose that the numbers $p_1, p_2, q, q_0$ and $\alpha$ are exactly as the ones described in (3.5)–(3.6). In this situation we are able to apply Theorem 4.1 (which is actually a consequence of Theorem 3.1) from Section 4 to gain both higher integrability and higher differentiability for the spatial gradient of $u$. Finally we perform a last reduction, since the result of Theorem 4.1 is only local with respect to $Q_0$: up to passing to subcylinders $\bar{Q} \subset Q_0$ and proving Propositions 5.1 and 5.2 in $\bar{Q}$, we shall suppose that (4.1)_{3} hold globally in $Q_0$. Summarizing, we get, essentially by Theorem 4.1, that:

\[
\int_{Q_0} |Du|^{q_0} \, dz < +\infty, \quad \int_{Q_0} (1 + |Du|^2)^{\frac{p_1(p_1-2)}{2}} |D^2u|^2 < +\infty.
\]  

(5.1)

After such a preliminary discussion we are going to introduce the fundamental quantity, namely an “excess” functional measuring, in an integral way, the oscillations of $Du$ in a small parabolic cylinder $Q(z_0, R)$. We define, for any $Q(z_0, R) \subset Q_0:

\[ U(z_0, R) := U_1(z_0, R) + U_2(z_0, R), \]

\[ U_1(z_0, R) := \frac{1}{R} \left( \int_{Q(z_0, R)} |u(z) - (Du)_{z_0,R}(x - x_0) - (u)_{z_0,R}|^2 \, dz \right)^{1/2} \]

\[ + \left( \int_{Q(z_0, R)} |Du(z) - (Du)_{z_0,R}|^2 \, dz \right)^{1/2}, \]

\[ U_2(z_0, R) := \left( \int_{Q(z_0, R)} |Du(z) - (Du)_{z_0,R}|^q \, dz \right)^{1/2}. \]

Observe that $U_1(z_0, R)$ makes sense by (5.1), since $q_0 > q > 2$.\]
Let us recall that a regular point \( z \in Q_T \) for the function \( u \) is a point such that the gradient \( Du \) is Hölder continuous for any exponent \( \beta_1 < \beta \) (with respect to the standard parabolic metric) in a neighborhood of it. A point which is not regular will be called a non-regular point. The following proposition allows to characterize the regular points via the excess functional \( U(z_0, R) \). In the following the exponent \( \beta \) is the one introduced in (2.1).

**Proposition 5.1.** Assume that conditions of Section 3 are satisfied with respect to a cylinder \( Q_0 := B(x_0, R) \times (t_1, t_2) \). Let \( z_0 \in Q_0 \) such that there exists a sequence of radii \( \{ R_k \} \), \( R_k \searrow 0 \), such that

\[
\lim_{k} U(z_0, R_k) = 0, \quad \sup_{k \in \mathbb{N}} |(Du)_{z_0, R_k}| < +\infty.
\]

Then \( z_0 \) is a regular point for \( u \).

A straightforward consequence of the previous result is the following local version of Theorem 2.1:

**Proposition 5.2.** Under the assumptions of Proposition 5.1, there is an open subset \( Q^0 \subset Q_0 \) such that \( Du \in C^{\beta_1, \beta_1/2}(Q^0) \) with any exponent \( \beta_1 < \beta \) and \( |Q_0 \setminus Q^0| = 0 \).

Proposition 5.1 (and therefore Proposition 5.2) can be proved by a more or less standard iteration argument of algebraic nature starting from the following decay estimate for the excess \( U(z_0, R) \) (see, for instance, [7]).

**Lemma 5.1.** Let \( u \) be an Energy Solution to system (2.7), with \( Q_0 \) as described above; let \( M, \tau \) and \( \beta_1 \) be such that:

\[
0 < M < +\infty, \quad 0 < \tau < 1, \quad 0 < \beta_1 < \beta.
\]

There exists a positive number \( \varepsilon \equiv \varepsilon(M, \tau, \beta) \) such that if:

\[
Q(z_0, R) \subset Q_0, \quad |(Du)_{z_0, R}| \leq M, \quad U(z_0, R) < \varepsilon
\]

then

\[
U(z_0, \tau R) \leq c_1(M) \tau \left[ U(z_0, R) + R^{\beta_1} \right],
\]

where \( c_1(M) \) is a positive constant depending only on \( M \).

**Proof.** Step 1: blow up. As usual when using blow up techniques, we argue by contradiction, therefore we find a sequence of non-degenerate cylinders \( Q(z^k, R_k) \subset Q_0 \) (where \( z^k \equiv (x^k, t^k) \)) such that:

\[
A^k := \int_{Q(z^k, R_k)} Du \ dz, \quad |A^k| \leq M,
\]

\[
\varepsilon_k := U(z^k, R_k) + R_k^{\beta_1} \to 0
\]

but nevertheless:

\[
U(z^k, R_k) > 2c_1(M) \tau \varepsilon_k,
\]

where the constant \( c_1(M) \) will be chosen later, see (5.16), and will be the one included in (5.4). We proceed by scaling and introducing the new space–time variables:

\[
y := \frac{x - x^k}{R_k}, \quad s := \frac{t - t^k}{R_k^2}, \quad l \equiv (y, s) \in \mathbb{Q}_1 = B_1 \times (-1, 0)
\]
and the new functions $v^k$, defined on $Q_1$ according to:

$$v^k(l) := \frac{u(z) - A^k(x - x^k) - (u)_{z^k,R_k}}{\epsilon_k R_k}.$$

With such a notation, the following relations easily follow:

$$U(z_k, \tau R_k) = \epsilon_k V_k(\tau), \quad V_k(\tau) := V_k^1(\tau) + V_k^2(\tau),$$

where:

$$V_k^1(\tau) := \frac{1}{\tau} \left( \int_{Q(\tau)} |v^k - (Dv^k)_\tau|^2 \, dl \right)^{1/2} + \left( \int_{Q(\tau)} |Dv^k - (Dv^k)_\tau|^2 \, dl \right)^{1/2},$$

$$V_k^2(\tau) := \epsilon_k^{q-1} \left( \int_{Q(\tau)} |Dv^k - (Dv^k)_\tau|^q \, dl \right)^{1/2}.$$

Consequently $(v^k)_1 = 0$ and $(Dv^k)_1 = 0$. Moreover, from the definition of $\epsilon_k$:

$$1 = V_k^1(1) + \frac{\epsilon_k^q}{1 - \epsilon_k} \left( \int_{Q_1} |v^k|^2 \, dl \right)^{1/2} + \left( \int_{Q_1} |Dv^k|^2 \, dl \right)^{1/2} + \epsilon_k^{q-1} \left( \int_{Q_1} |Dv^k|^q \, dl \right)^{1/2},$$

while (5.7) turns to:

$$V_k(\tau) > 2c_1(M) \tau.$$

Regarding the functions $v^k$, it follows that each one is an Energy Solution to the system:

$$\int_{Q_1} (-v^k \partial_s w + \sigma^k : Dw) \, dl = 0 \quad \forall w \in C_0^\infty(Q_1; \mathbb{R}^N),$$

where we set

$$\sigma^k := \epsilon_k^{q-1} \left[ a(x^k + R_k y, t^k + R_2^k s, A^k + \epsilon_k Dv^k) - a(x^k, t^k, A^k) \right].$$

According to (5.9), since $q > 2$, up to not relabelled subsequences:

$v^k \rightharpoonup v$ in $L^2(Q_1; \mathbb{R}^N)$

$Dv^k \rightharpoonup Dv$ in $L^2(Q_1; \mathbb{R}^{nN})$

$\epsilon_k^{q-2} v^k \rightharpoonup 0$ in $L^q(Q_1; \mathbb{R}^N)$

$\epsilon_k^{q-2} Dv^k \rightharpoonup 0$ in $L^q(Q_1; \mathbb{R}^{nN})$

$\epsilon_k^{q-2} |Dv^k|^q \rightharpoonup 0$ a.e. in $Q_1$.

Without loss generality we can assume that $z_* \in Q_1$; (let us just comment that by (5.13) it follows that, up to subsequences, $\epsilon_k^{q-2/q} |Dv^k| \rightharpoonup 0$ a.e. and therefore (5.13) follows ).

Using standard lower semicontinuity results for integral functionals, it follows:

$$(v)_1 = 0, \quad (Dv)_1 = 0, \quad |A_*| \leq M, \quad V(1) \leq 1.$$
where for any $0 < \tau \leq 1$

$$V(\tau) := \frac{1}{\tau} \left( \int_{Q_1} |v - (Dv)_x y - (v)_x|^2 \, dt \right)^{1/2} + \left( \int_{Q_1} |Dv - (Dv)_x|^2 \, dl \right)^{1/2}.$$ 

Now we are going to let $k$ pass to the limit in the systems (5.11); in the next step we will prove that the limit function $v$ is a solution to the following linear parabolic system with constant coefficients:

$$\int_{Q_1} -v \partial_s w + \frac{\partial a}{\partial z} (z^*, A^*) Dw : Dw \, dl = 0 \quad \forall w \in C^\infty_0 (Q_1; \mathbb{R}^N). \quad (5.15)$$

By (2.4) and (2.5) it follows that the following ellipticity conditions are satisfied:

$$c^{-1}(M, \lambda) |\lambda|^2 \leq \frac{\partial a}{\partial z} (z^*, A^*) \lambda \otimes \lambda \leq c(M, \lambda) |\lambda|^2,$$

for any $\lambda \in \mathbb{R}^n$, where $c(M, \lambda) \equiv c(M)$ is a bounded constant essentially depending on $M$ only. Therefore, taking into account the standard regularity theory for linear parabolic systems with constant coefficients (see [7]), we conclude that the function $v$ is smooth in $Q_1$ and that there is a constant $c_1 \equiv c_1(M)$, which from this moment we choose to appear in (5.7), such that:

$$V(\tau) \leq c_1(M) \tau V(1) \leq c_1(M) \tau, \quad 0 < \tau < 1. \quad (5.16)$$

Now if we prove that

$$V^k(\tau) \rightarrow V(\tau) \quad (5.17)$$

this, via (5.10), implies that

$$V(\tau) \geq 2c_1(M) \tau,$$

which contradicts (5.16), and the proof will be finished.

We now prove (5.15), while (5.17) will be proved in step 3.

Step 2: proof of (5.15). Let us first derive some preliminary estimates. We split the vector field in (5.12) as follows:

$$\sigma^k := \sigma^k_1 + \sigma^k_2,$$

where:

$$\sigma^k_1 := \varepsilon^{-1}_k \left[ a(x^k + R_k^2, t^k + R_k^2 \xi, A^k + \varepsilon_k Dv^k) - a(x^k, t^k, A^k + \varepsilon_k Dv) \right],$$

$$\sigma^k_2 := \varepsilon^{-1}_k \left[ a(z^k, A^k + \varepsilon_k Dv^k) - a(z^k, A^k) \right].$$

We obtain some estimates for these objects that will be useful below. Using (2.6), (3.5), (5.5) and (5.9) we have:

$$|\sigma^k_1| \leq c \varepsilon^{-1}_k R_k^\beta (1 + |A^k + \varepsilon_k Dv^k|) \leq c(M, \alpha) R_k^\beta - \beta_1 \left[ 1 + |\varepsilon_k Dv^k| q^{-1} \right] \leq c(M, \alpha) R_k^\beta - \beta_1 \left[ 1 + \varepsilon_k^{2(q-1)} \varepsilon_k^{q-1} \right] |Dv^k| q^{-1} \quad (5.18)$$

so that, by (5.9),

$$\int_{Q_1} |\sigma^k_1|^{q-1} \, dl \rightarrow 0. \quad (5.19)$$
For \( \sigma_k^2 \) we have (using a standard algebraic lemma to treat the second integral):

\[
|\sigma_k^2| = \left| \int_0^1 \frac{\partial a}{\partial F}(z^k, A^k + \theta \varepsilon_k Dv^k) Dv^k d\theta \right|
\leq c \int_0^1 (1 + |A^k + \theta \varepsilon_k Dv^k|^2)^{\frac{p(z^k)-2}{2}} d\theta |Dv^k| 
\leq c(M) \left( 1 + |Dv^k| + \varepsilon_k^{q-2} |Dv^k|^{q-1} \right).
\]  

(5.20)

From the last inequality and (5.18) we also find:

\[
|\sigma_k| \leq c(M) \left[ 1 + |Dv^k| + \varepsilon_k^{q-2} |Dv^k|^{q-1} \right]
\]  

and, with (5.9) and using the fact that \( q > 2 \), we get

\[
|\sigma_k|^{\frac{q}{q-1}} \leq c(M).
\]  

(5.21)

In order to get (5.15), it is clear that it suffices proving that:

\[
I_k := \int_{Q_1} \sigma_k : Dw dl 
\rightarrow \int_{Q_1} \frac{\partial a}{\partial F}(z^*_k, A^*_k) Dv : Dw dl =: I_\infty,
\]  

for any \( w \in C^\infty_0(Q_1; \mathbb{R}^N) \). To this aim we write:

\[
I_k = \int_{Q_1} \sigma_k^1 : Dw dl + \int_{Q_1} \left( \sigma_k^2 - \frac{\partial a}{\partial F}(z^k, A^k) Dv^k \right) : Dw dl 
+ \int_{Q_1} \frac{\partial a}{\partial F}(z^k, A^k) Dv^k : Dw dl =: I_k^1 + I_k^2 + I_k^3.
\]  

By (5.19) and (5.13) it follows that \( I_k^1 \to 0 \) and \( I_k^3 \to I_\infty \). It remains to prove that \( I_k^2 \to 0 \). This can be rapidly seen as follows: fix \( 0 < \sigma < 1 \) and determine, by Egorov theorem and (5.13), \( A \subset Q_1 \) such that \( |Q_1 \setminus A| < \sigma \) and \( \varepsilon_k Dv^k \) uniformly in \( A \); then break \( I_k^2 \) in two pieces according to:

\[
I_k^2 = \int_{Q_1 \setminus A} \ldots dl + \int_A \ldots dl =: I_k^4 + I_k^5.
\]

Using the uniform continuity of \( Da \) on bounded subsets we conclude that \( I_k^5 \to 0 \) (since \( Dv^k \) is bounded in \( L^1 \) and \( Dw \) is smooth); in order to treat \( I_k^4 \) it suffices to observe that, by (5.20) and (5.21):

\[
|I_k^4| \leq c(M) \|Dw\|_{L^\infty} \int_{Q_1 \setminus A} (1 + |Dv^k| + \varepsilon_k^{q-2} |Dv^k|^{q-1}) dl
\leq c(M) \left[ |Q_1 \setminus A|^{\frac{1}{q}} + \varepsilon_k^{q-2} |Q_1 \setminus A|^{\frac{q}{q}} \left( \int_{Q_1} \varepsilon_k^{q-2} |Dv^k|^{q} dl \right)^{1-\frac{1}{q}} \right]
\]  

and keeping into account (5.9) and that \( q > 2 \), we achieve that \( I_k^4 \to 0 \) letting first \( k \to +\infty \) and then \( \sigma \to 0 \).

Step 3: proof of (5.17).
In the following we shall extract a compactness information from the existence of second spatial derivatives. In order to do so we shall differentiate the system.

Warning. We warn the reader that the following calculations will be, at the beginning, a bit sloppy. Indeed, in order to proceed in a rigorous way, we should use the same procedure (smoothing plus difference quotient arguments) introduced for the proof of Lemma 3.1. This would take too much time, yielding only technical changes, so we shall proceed formally, differentiating the systems rather than taking difference quotients and assuming the existence of $D_x a$ rather than (2.6), which is just Lipschitz continuity, therefore the existence a.e. of $D_x a$. More precisely we assume that:

$$
|D_x a(z, F)| \leq L (1 + |F|^2)^{\frac{p(p-1)}{4}} \log (2 + |F|).
$$

(5.22)

This additional assumption can be easily removed with extra technical-routine efforts, either, as mentioned before, following the procedure of Lemma 3.1 or by a simple approximation method based on mollification of $a$ with respect to $x$. The only difference with respect to Lemma 3.1 is that since now we are dealing directly with the original solution, which is, according to definition only a $L^2(0, T; L^2_{\text{loc}}(\Omega; \mathbb{R}^N))$ function (and not $C^0((0, T); L^2_{\text{loc}}(\Omega; \mathbb{R}^N))$ as the approximating solutions of Lemma 3.1), then, where previously we used “sup”, this will be replaced by “ess sup”. We shall proceed this way for the sake of brevity.

Accordingly, we consider the following differentiated system:

$$
\int_{Q_1} \left[ v^k_i \partial_t w - \sigma^k_i : D w \right] d l = 0 \quad \forall w \in C^\infty_0(Q_1; \mathbb{R}^N). \quad (5.23)
$$

In the previous formula we take the test function $w = \tilde{\chi} \varphi^2 v^k_j$ where $\tilde{\chi}$ is as in the proof of Lemma (3.1), $\chi \in W^{1, \infty}_0((-1, 0))$ such that $\partial_t \chi(t) \geq 0$ and $\chi(t) = 0$ in a small right neighborhood of $-1$, while $\varphi \in W^{1,q}_0(B_1)$ has the property that $|D\varphi| \geq 1$; they are usual cut-off functions to be chosen later. As a result of manipulations similar to the ones at the beginning of Lemma 3.1 we obtain:

$$
\text{ess sup}_{-1 < s < 0} \int_{B_1} \chi(s) \varphi^2(y) \left| D v^k(y, s) \right|^2 dy + \int_{Q_1} \chi \varphi^2 P^k d l
\leq c (|J_1| + |J_2| + |J_3|) + c \int_{Q_1} \varphi^2 \partial_t \chi |D v^k|^2 d l \quad (5.24)
$$

where:

$$
P^k := \sum_{i=1}^n Da(x^k + R_k y, t^k + R_k^2 s, A^k + \varepsilon_k D v^k) : D v^k_i,
$$

$$
J_1 := -2 \int_{Q_1} \sum_{i=1}^n \varphi \chi Da(x^k + R_k y, t^k + R_k^2 s, A^k + \varepsilon_k D v^k) : D v^k_i \odot D \varphi d l,
$$

$$
J_2 := -\frac{R_k}{\varepsilon_k} \int_{Q_1} \sum_{i=1}^n \varphi^2 \chi D_x a(x^k + R_k y, t^k + R_k^2 s, A^k + \varepsilon_k D v^k) : D v^k_i d l,
$$

$$
J_3 := -2 \frac{R_k}{\varepsilon_k} \int_{Q_1} \sum_{i=1}^n \varphi \chi D_x a(x^k + R_k y, t^k + R_k^2 s, A^k + \varepsilon_k D v^k) : v^k_i \odot D \varphi d l.
$$
In (5.24) we are going to use the growth and ellipticity conditions stated in the formulas (2.4), (2.5), (5.22), and we estimate, as in (3.12):

$$\log(1 + |A^k + \varepsilon_k Dv^k|^2) \leq c(\omega) (1 + |A^k + \varepsilon_k Dv^k|^2)^{\alpha/4}. \quad (5.25)$$

Moreover we shall denote \( p(x^k + R_k y, t^k + R_k^2 s) \equiv p(-). \) Using Cauchy-Schwartz and Young inequalities, (5.25) and the fact that \( R_k/\varepsilon_k \) stays bounded from above, we obtain, with \( \sigma \in (0, 1): \)

$$\begin{align*}
\text{ess sup}_{-1 < \tau < 0} & \int B((s))^2 Dv^k (y, s) \| Dv^k (y, s) \|^2_{L^2(B((s)/2^k))} \, dl \\
+ & \int B((s))^2 \chi^2 (\tau) \| Dv^k (y, s) \|^2_{L^2(B((s)/2^k))} \, dl \\
\leq & c \int |D\varphi| (1 + |A^k + \varepsilon_k Dv^k|^2)^{\alpha/2} \| Dv^k \|^2_{L^2(B((s)/2^k))} \, dl \\
+ & c \int B((s))^2 \chi^2 (\tau) \| Dv^k \|^2_{L^2(B((s)/2^k))} \, dl \\
\leq & \sigma \int (1 + |A^k + \varepsilon_k Dv^k|^2)^{\alpha/2} \| Dv^k \|^2_{L^2(B((s)/2^k))} \, dl \\
+ & c(M, \alpha, \sigma) \int \chi (\varphi^2 + |D\varphi|^2) (1 + |Dv^k|^2 + \varepsilon_k^{-2} |Dv^k|^2) \, dl.
\end{align*} \quad (5.26)$$

Let us observe that the right-hand side of the previous inequality stays bounded from above, by (5.13). We first choose \( \sigma \) suitably small, then the cut-off functions \( \chi \) and \( \varphi \) in an appropriate way, and we deduce from the above the following bound:

$$\begin{align*}
\text{ess sup}_{-(1 + \tau)/2 < \tau < 0} & \int Q((1 + \tau)/2))^2 \| Dv^k \|^2_{L^2(Q((1 + \tau)/2))} \, dl + \int Q((1 + \tau)/2))^2 \| P^k \|^2_{L^2(Q((1 + \tau)/2))} \, dl \\
+ & \int Q((1 + \tau)/2))^2 (1 + |A^k + \varepsilon_k Dv^k|^2)^{\alpha/2} \| Dv^k \|^2_{L^2(Q((1 + \tau)/2))} \, dl \\
\leq & c(M, \tau) \int \chi (\varphi^2 + |D\varphi|^2) (1 + |Dv^k|^2 + \varepsilon_k^{-2} |Dv^k|^2) \, dl.
\end{align*} \quad (5.26)$$

where the constants \( c(\tau) \) and \( c(M) \) blow up as \( \tau \nearrow 1 \) and \( M \nearrow \infty, \) respectively; both constants are independent of \( k \in \mathbb{N}. \) Now, using (5.26), we prove that:

$$\| \frac{\varepsilon_k}{\tau} Dv^k \|_{L^\infty(Q((1 + \tau)/2))} \leq c(M, \tau) \quad (5.27)$$

with the same dependence of the constants outlined above. According to the notation introduced in Lemma 3.2, we set:

$$\begin{align*}
\alpha_0 := & \frac{q_0 - 2}{2} (3.6) > 0, \\
\varepsilon_k := & \varepsilon_k^{-2} q_k, \\
H := & |Dv^k|^{1 + \alpha_0} \frac{1}{1 + \alpha_0}, \\
1 + \alpha_0 := & \frac{1}{2} \left( p_1 + \frac{4}{n} \right).
\end{align*} \quad (5.28)$$

Up to the end of this section, all integrals will be made on \( B((1 + \tau)/2) \) or on \( Q((1 + \tau)/2); \) since these tend to be unreadable when used as indices, throughout the section we simply write

$$B := B \left( \frac{1 + \tau}{2} \right), \quad Q := Q \left( \frac{1 + \tau}{2} \right).$$
Then, using also Sobolev embedding theorem we gain the inequalities:

\[
\int_B H^2 \, dy \leq c(\tau) \left( \left( \int_B |DH|^{2 + \frac{2}{a_0}} \, dy \right)^{\frac{a_0}{2 + a_0}} + \left( \int_B H \, dy \right)^2 \right) \tag{5.29}
\]

while using Hölder inequality we get:

\[
\left( \int_B H \, dy \right)^2 \leq c \left( \int B |\tilde{D}v^k|^{p_1} \, dy \right) \left( \int B |\tilde{D}v^k|^{\frac{1}{p}} \, dy \right). \tag{5.30}
\]

Since \(\frac{4}{n} \leq 2\), estimate (5.26) leads to the following bound, which is uniform with respect to \(s \in (-((1 + \tau)/2)^2, 0)\):

\[
\left( \int_B H(y, s) \, dy \right)^2 \leq c(M)c(\tau) \int_B |\tilde{D}v^k(y, s)|^{p_1} \, dy, \tag{5.31}
\]

where the constant in the previous inequality is again independent of \(k \in \mathbb{N}\). Summarizing (5.29)–(5.31) and using in a standard way Hölder inequality, we obtain:

\[
\int_B H^2 \, dy \leq c(M)c(\tau) \left\{ \varepsilon \left( q_0 - 2 \right) q_0 \left[ \int_B \left( 1 + |A^k + \varepsilon kDv^k|^2 \right)^{\frac{2 + p}{2} \frac{2 - p_1}{2} \frac{p}{2}} |Dv^k|_p^2 \, dy \right] \right. \\
\left. \times \int_B \left( 1 + |A^k + \varepsilon kDv^k|^2 \right)^{\frac{2 - p_1}{2} \frac{2}{2} \frac{p}{2}} |Dv^k|_p^2 \, dy \right) + \int_B |Dv^k|^{p_1} \, dy \right\}^{\frac{2}{p}} \\
\leq c(M)c(\tau) \left\{ \int B p^k \, dy \left[ \int B \left( 1 + |A^k + \varepsilon kDv^k|^2 \right)^{\frac{2 - p_1}{2} \frac{2}{2} \frac{p}{2}} |Dv^k|_p^2 \, dy \right]^{\frac{1}{p}} \right. \\
\left. + \int B |Dv^k|^{p_1} \, dy \right\}^{\frac{1}{p}}, \tag{5.32}
\]

where we have set \(\Gamma := n(q_0 - q)/q > 0\). Now we check that:

\[
\Gamma', \quad \Gamma < \alpha_0 n. \tag{5.33}
\]

Indeed, as for the first of (5.33), we notice that if \(p_1 < 2\) then, since \(q > 2\):

\[
n \left( \frac{q_0}{q} - 1 \right) \leq n \left( \frac{q_0}{2} - 1 \right) \leq \frac{n}{2} \left( p_1 + \frac{4}{n} - 2 \right) < 2.
\]

On the other hand if \(p_1 \geq 2\) then:

\[
n \left( \frac{q_0}{q} - 1 \right) \leq n \left( \frac{q_0}{p_1} - 1 \right) = \frac{n}{p_1} = \frac{4}{p_1} < 2.
\]

As for the second inequality in (5.33), we observe that:

\[
\Gamma < \alpha_0 n \iff \frac{q_0}{q} - 1 < \frac{q_0}{2} - 1 \iff 2 < q,
\]

which is true.

By (5.33), using Hölder inequality in (5.32), we get the following estimate, again uniform in \(s \in (-((1 + \tau)/2)^2, 0)\):
\[
\int_B H^2 \, dy \leq c(M)c(\tau) \left\{ \int_B P^k \, dy \left( \int_B |Dv^k|^2 \, dy \right)^{\frac{p_1}{2}} \times \left[ \int_B \left( (1 + |A^k + \varepsilon_k Dv^k|^2)^{\frac{2-p_1}{2}} |\varepsilon_k Dv^k|^{\alpha_0 n - r'} \right)^{\frac{2-r'}{r'}} \, dy \right] \right\}^{\frac{2-r'}{r'}} + \int_B |Dv^k|^{p_1} \, dy \right\}. \tag{5.34}
\]

We are finally ready to prove (5.27). We first observe that \((2 - p_1)n/2 + \alpha_0 n = 2\); therefore integrating (5.34) on \((-((1 + \tau)/2)^2, 0)\), we get:

\[
\int_Q \left( \varepsilon_k^{q-2} |Dv^k|^q \right) \, dl = \int_Q H^2 \, dl \leq c(M)c(\tau) \left[ \int_Q p^k \, dl + \int_Q 1 + \varepsilon_k^{q-2} |Dv^k|^q \, dl \right] \tag{5.26}
\]

\[
\leq c(M)c(\tau) \tag{5.13, 5.26}
\]

and (5.27) is completely proved.

Now we observe that if we let \(f_k := \varepsilon_k^{q-2} |Dv^k|^q\) then (5.13) implies that \(f_k \to 0\) a.e. while (5.27) implies that \(\{f_k\}\) is bounded in \(L^{q_0/q}(Q)\) with \(q_0/q > 1\); therefore it follows that

\[
\varepsilon_k^{q-2} \int_Q |Dv^k|^q \, dl \to 0,
\]

so

\[
V^k_\tau(\tau) \to 0. \tag{5.35}
\]

In order to fully prove (5.17) it remains to prove that

\[
V^1_k(\tau) \to V(\tau). \tag{5.36}
\]

To this aim, first we assume that \(p_1 \geq 2\). Then it follows from (5.26) that:

\[
\int_Q |D^2 v^k|^2 \, dl \leq c(M)c(\tau). \tag{5.37}
\]

In the second case we assume \(p_1 < 2\) and, again by (5.26), we have the bound:

\[
\int_Q |D^2 v^k|^{p_1} \, dl \leq \left( \int_Q (1 + |A^k + \varepsilon_k Dv^k|^2)^{\frac{p_2}{2}} |D^2 v^k|^2 \, dl \right)^{\frac{p_1}{p_2}} \times \left( \int_Q (1 + |A^k + \varepsilon_k Dv^k|^2)^{\frac{p_1}{2}} \, dl \right)^{\frac{2-p_1}{p_1}} \leq c(M)c(\tau) \tag{5.38}
\]

with the constants independent of \(k\). Using the multiplicative inequality we gain:

\[
\left( \int_Q |Dv^k|^r \, dl \right)^{\frac{1}{r}} \leq c \left( \int_Q |D^2 v^k|^{p_1} \, dl + \int_Q |Dv^k|^{p_1} \, dl \right)^{\frac{1}{p_1}} \text{ess sup}_{\tau \in (-((1+\tau)/2)^2,0)} \left( \int_B |Dv^k|^2 \, dy \right)^{\frac{(1-\alpha_0)}{2}},
\]

\[
\left( \int_Q |Dv^k|^r \, dl \right)^{\frac{1}{r}} \leq c \left( \int_Q |D^2 v^k|^{p_1} \, dl + \int_Q |Dv^k|^{p_1} \, dl \right)^{\frac{1}{p_1}} \text{ess sup}_{\tau \in (-((1+\tau)/2)^2,0)} \left( \int_B |Dv^k|^2 \, dy \right)^{\frac{(1-\alpha_0)}{2}}.
\]
where
\[ \tilde{\alpha} = \frac{n}{n+2}, \quad \Gamma_0 = p_1(n+2)/n > 2, \] (5.39)
the last inequality following directly by the lower bound in (2.2). By (5.26) and (5.38) we obtain yet another bound:
\[ \int_{Q} |Dv^k|^{\Gamma_\theta} \, dl \leq c(M)c(\tau). \] (5.40)

Now, in order to gain compactness, we are going to estimate the time derivatives. To do this, let \( w \in C^\infty_0(Q_T; \mathbb{R}^N) \); we first estimate
\[ \left\| \int_{Q} \sigma^k : Dw \, dl \right\| \leq \int_{-(1+\tau)/2}^{0} \| Dw(\cdot, s) \|_{L^\infty(B)} \| \sigma^k(\cdot, s) \|_{L^1(B)} \, ds \]
\[ \leq c \| \sigma^k \|_{L^{\frac{2}{\theta-1}}(Q)} \left( \int_{-(1+\tau)/2}^{0} \| Dw(\cdot, s) \|_{L^\infty(B)}^q \, ds \right)^{\frac{1}{q}} \]
\[ \leq c(M) \left( \int_{-(1+\tau)/2}^{0} \| Dw(\cdot, s) \|_{L^\infty(B)}^q \, ds \right)^{\frac{1}{q}}. \] (5.41)

By the usual Sobolev inequality:
\[ \| Dw \|_{L^\infty(B)} \leq c \| Dw \|_{W^{2,l}_0(B)}, \quad l > (n+2)/2, \]
we deduce from (5.41) and Eq. (5.11), that:
\[ \{\partial_t v^k \} \text{ is bounded in } L^{\frac{2}{\theta-1}}((-(1+\tau)/2)^2, 0; \left( W^{2,l}_0(Q; \mathbb{R}^N) \right)^\prime). \] (5.42)

Now, let us consider again separately the previous cases. If \( p_1 \geq 2 \) then from (5.37) and an Aubin–Lions type compactness result (see for instance [36], Theorem 2.1, chapter 3) it follows that, up to not relabelled subsequences,
\[ Dv^k \to Dv \text{ in } L^2(Q; \mathbb{R}^n). \] (5.43)
If \( p_1 < 2 \), from (5.38) and again an Aubin–Lions type result, we first obtain that, again up to subsequences,
\[ Dv^k \to Dv \text{ in } L^{p_1}(Q; \mathbb{R}^n) \]
and then by (5.40) we get (5.43), again interpolating \( L^2 \) between \( L^{p_1} \) and \( L^\Gamma_\theta \), since by (5.39) it follows that \( \Gamma_\theta > 2 \).

In a similar (actually, much easier) way it follows that:
\[ v^k \to v \text{ in } L^2(Q; \mathbb{R}^n). \] (5.44)
We are ready to finish: indeed (5.43), (5.44) imply (5.36), that together with (5.35) completely establish (5.17) and the proof of Lemma 5.1 is now complete. \( \Box \)

6. The main result proved

In this section we are going to prove Theorem 2.1. We explain the way we proceed. All the results developed in Sections 3–5 have been obtained in a particular situation i.e.: in the basic cylinder \( Q_0 \) a special bound (the one
described before the statement of Theorem 3.1) for the oscillations of the function $p(z)$, measured in terms of the size $p_2 - p_1$, is valid. In order to use these results for the proof of Theorem 2.1, the first thing we do is reducing to the previous situation: up to passing to a subcylinder compactly contained in $Q_T$, we shall cover $Q_T$ with a finite number of small subcylinders in which the oscillations of the exponent function $p(z)$ are small enough to meet the conditions of Theorem 3.1. Then we proceed working in each of these subcylinders, blowing up the solution and thereby proving partial regularity of the solution in each subcylinder. The final result then follows by a covering argument.

**Proof of Theorem 2.1.** We take an increasing sequence of cylinders $Q_h \nearrow Q_T$ such that $Q_h \subset Q_T$. If we prove that the $Du$ is partially regular in each of the $Q_h$ we are clearly done, since in each of them the set of non-regular points will be negligible (see also the argument below). Therefore we can reduce ourself to prove the statement of Theorem 2.1 in a single $Q_h$; such a cylinder will denoted by $\tilde{Q}$. We fix $\alpha \equiv \alpha(n, \gamma_1) > 0$ according to the restrictions proposed in Section 3, right-hand side inequalities of (3.3), then we determine $\delta \equiv \delta(p(z), \alpha)$ such that:

$$|z_1 - z_2| \leq \delta \iff \left| p(z_1) - p(z_2) \right| < \alpha/2.$$

(6.1)

Then we take a finite covering of $\tilde{Q}$, $\{Q(k)\}$, with $Q(k) \subset Q_T$, such that, by (6.1):

$$\text{diam } Q(k) < \delta, \quad \text{osc}_{Q(k)} p(z) < \alpha/2 \quad \forall k.$$

(6.2)

Now, each $Q(k)$ is small enough to meet the conditions imposed in Sections 3–5, that is the ones in the left-hand side inequalities of (3.3), and we can apply Proposition 5.2 to each $Q(k)$; therefore there exists an open subset $Q_0(k) \subset Q(k)$ such that $Du$ is Hölder continuous in $Q_0(k)$ with any exponent $\beta_1 < \beta$ and $|Q(k) \setminus Q_0(k)| = 0$. Then we set

$$\tilde{Q}_0 := \bigcup_k Q_0(k)$$

and we observe that $Du$ is Hölder continuous in $\tilde{Q}_0$ (which is obviously open) with any exponent $\beta_1 < \beta$ and $|\tilde{Q} \setminus \tilde{Q}_0| = 0$, thereby proving Theorem 2.1. \[\square\]

7. Estimates for the singular set

For the sake of simplicity, in this section we shall assume (5.22).

**Remarks on the Integrability of Solutions.** Here we are going to observe that given a parabolic cylinder $Q_0$ as considered in Sections 3–5, and therefore with the bounds in (3.3) being in force, the function $|D^2 u| + |\partial_t u|$ is in certain Lebesgue space $L^{\mu_0}_{loc}(Q_0)$. Let us recall that by the results in Section 4 (and again up to passing to subcylinders as in Section 5) we have:

$$\int_{Q_0} |Du|^{\mu_0} \, dz < +\infty, \quad \int_{Q_0} \left(1 + |Du|^2\right)^{\frac{p_1-2}{2}} |D^2 u|^2 < +\infty.$$

(7.1)

We introduce the following exponents:

$$\mu_1 := \frac{2(p_1 + 4/n)}{2 + 4/n}, \quad \mu_2 := \frac{2(p_1 + 4/n)}{(p_2 - 2) + (p_1 + 4/n)}.$$

Observe that trivially $\mu_1 > 1$ while by (3.3) we also have $\mu_2 > 1$. Then we let:

$$\mu_0 := \begin{cases} \mu_1 & \text{if } p_2 < 2, \\ \mu_2 & \text{if } p_1 \geq 2, \\ \min\{\mu_1, \mu_2\} & \text{if } p_1 < 2 \leq p_2. \end{cases}$$
In any case $\mu_0 \leq 2$. Now we wish to show that (7.1) implies:

$$|D^2u| + |\partial_u u| \in L^{\mu_0}(Q_0).$$  \quad (7.2)

First we remark that:

$$|D^2u| \leq \begin{cases} L^{\mu_1}_{\text{loc}}(Q_0) & \text{if } p_1 < 2, \\ L^2_{\text{loc}}(Q_0) & \text{if } p_1 \geq 2. \end{cases}$$  \quad (7.3)

Indeed, if $p_1 \geq 2$ then, obviously:

$$|D^2u|^2 \leq (1 + |Du|^2)^{\frac{\mu_1 - 2}{2}} |D^2u|^2.$$  

If $p_1 < 2$ then also $\mu_1 < 2$ and Young inequality yields:

$$|D^2u|^\mu_1 = \left[ (1 + |Du|^2)^{\frac{\mu_1 - 2}{2}} |D^2u|(1 + |Du|^2)^{\frac{\mu_1}{2}} \right]^\mu_1$$
$$\leq c \left[ (1 + |Du|^2)^{\frac{\mu_1 - 2}{2}} |D^2u|^2 + (1 + |Du|^2)^{\frac{\mu_1}{2}} \right]$$

since $q_0 = p_1 + 4/n = (2 - p_1)\mu_1/(2 - \mu_1)$ and (7.3) follows by (7.1). Now we show that:

$$|\partial_u u| \leq \begin{cases} L^2_{\text{loc}}(Q_T) & \text{if } p_2 \leq 2, \\ L^{\mu_2}_{\text{loc}}(Q_T) & \text{if } p_2 > 2. \end{cases}$$  \quad (7.4)

In order to establish (7.4) we use the equation:

$$u_t = \text{div} a(z, Du)$$  \quad (7.5)

and the fact that, via Theorem 3.2 and (7.1), it can be differentiated (locally) with respect to the space variables. Using (2.4), (2.6) and (3.12), we obtain:

$$|\partial_u u| \leq c \left[ (1 + |Du|^2)^{\frac{\mu_1 - 2}{2}} |D^2u| + (1 + |Du|^2)^{\frac{\mu_1}{2}} \log(1 + |Du|^2) \right]$$
$$\leq c \left[ (1 + |Du|^2)^{\frac{\mu_1 - 2}{2}} |D^2u| + (1 + |Du|^2)^{\frac{\mu_1}{2}} \right]$$  \quad (7.6)

where $q$ has been defined in (3.5). Now, consider the case $p_2 \leq 2$. Then since $p(z) \leq 2$ it also follows that:

$$|\partial_u u|^2 \leq c \left[ (1 + |Du|^2)^{\frac{\mu_1 - 2}{2}} |D^2u|^2 + 1 + |Du|^{2(q-1)} \right].$$

We must check that $2(q - 1) \leq q_0 = p_1 + 4/n$; recall that $q = 2 + \alpha$ if $p_2 \leq 2$ (3.6) therefore, using the fact that $2n/(n+2) < p_1$ it suffices to show that $1 + \alpha \leq n/(n+2) + 2/n$ which follows from the upper bound on $\alpha$ in (3.3). So, by (7.1), it follows that $|\partial_u u| \in L^2_{\text{loc}}$ in the case $p_2 \leq 2$. Next, we consider the case $p_2 > 2$. According to (7.6) we have, using Young inequality (observe that when $p_2 > 2$ then $\mu_2 < 2$):

$$|\partial_u u|^\mu_2 \leq c \left[ (1 + |Du|^2)^{\frac{\mu_1 - 2}{2}} |D^2u|^2 + (1 + |Du|)^{\frac{\mu_2}{q_0}} \right]^\mu_2$$
$$\leq c \left[ (1 + |Du|^2)^{\frac{\mu_1 - 2}{2}} |D^2u|^2 + (1 + |Du|)^{(p_2 - 2q_0)/(2 - q_0)} \right]$$  \quad (7.7)

In order to use again (7.1) and making all the terms appearing in the right-hand side of (7.7) integrable, we check that:

$$\frac{(p(z) - 2)\mu_2}{2 - \mu_2} \leq \frac{(p_2 - 2)\mu_2}{2 - \mu_2} \leq q_0, \quad (q - 1)\mu_2 \leq q_0.$$

The first inequality follows from the definition of $\mu_2$. As for the second one:

$$(q - 1)\mu_2 = (p_2 + \alpha - 1)\frac{2q_0}{p_2 - 2 + q_0} \leq q_0,$$  \quad (7.8)
which is equivalent to $p_2 = p_1 + 2\alpha \leq 4/n$ that follows immediately from (3.3); therefore all the quantities appearing on the right-hand side of (7.7) are integrable by (7.1). In turn, by (7.7) we have $|\partial_t u| \in L^{\mu_2}_{\text{loc}}(Q_T)$ thereby completing the proof of (7.4). Finally (7.2) follows by (7.3) and (7.4).

We are ready to give a first result for the estimate of the singular set, which is local, in the sense that it gives an estimate on the singular set when we just look at $Q_0$:

**Theorem 7.1.** Under the previous assumptions on the cylinder $Q_0$ suppose that:

$$q \leq \frac{\mu_0(n+2)}{n+2-\mu_0}. \quad (7.9)$$

Then, with the notation of Proposition 5.2 it follows that for any $\sigma > 0$

$$\mathcal{P}_{n+2-\mu_0+\sigma}(Q_0 \setminus Q_0^0) = 0.$$

**Proof.** From Proposition 5.1 it follows that $Q_0 \setminus (Q_0^0 \cap Q_0 \cap Q_0^0) \subset \Sigma_0 \cup \Sigma_1 \cup \Sigma_2$ where

$$\Sigma_0 := \{z \in Q_0^0: \limsup_{\rho \to 0} |(Du)_\rho| = +\infty\},$$
$$\Sigma_1 := \{z \in Q_0^0: \liminf_{\rho \to 0} U_1(z, \rho) > 0\},$$
$$\Sigma_2 := \{z \in Q_0^0: \liminf_{\rho \to 0} U(z, \rho) > 0\},$$

therefore it suffices to prove that $\mathcal{P}_{n+2-\mu_0}(\Sigma_i) = 0$ for $i \in \{0, 1, 2\}$ for any $\sigma > 0$. For $\Sigma_2 \cup \Sigma_2$, we observe that (7.9) implies the following inequality:

$$\begin{align*}
U(z_0, R) &\leq R \left( \int_{Q(z_0, R)} |D^2 u|^{\mu_0} + |\partial_t u|^{\mu_0} \, dz + \right) \frac{1}{\mu_0} \, R d \, R \\
&+ \left[ R \left( \int_{Q(z_0, R)} |D^2 u|^{\mu_0} + |\partial_t u|^{\mu_0} \, dz + \right) \frac{1}{\mu_0} \right]^\frac{q}{2}. \quad (7.10)
\end{align*}$$

Next we recall that if $S \subset Q_0$ denotes the set of points $z_0 \in Q_0$ such that:

$$\limsup_{\rho \to 0} R^{(\mu_0-n-2)} \int_{Q(z_0, R)} |D^2 u|^{\mu_0} + |\partial_t u|^{\mu_0} \, dz > 0,$$

from a well known measure density result (first developed in the context of elliptic systems, see [26] for comments and extensions) adapted to the parabolic geometry of rescaled cylinders it follows $\mathcal{P}_{n+2-\mu_0}(S) = 0$; therefore, by (7.9), (7.10) and the same reduction lemma it follows that $\mathcal{P}_{n+2-\mu_0}(\Sigma_1) = \mathcal{P}_{n+2-\mu_0}(\Sigma_2) = 0$. In a similar way, via the same measure density arguments it is possible to prove that $\mathcal{P}_{n+2-\mu_0+\sigma}(\Sigma_0) = 0$. □

As stated before, the previous theorem provides an estimate which is local, that is, the size of the singular set depends on the peculiar choice of the cylinder $Q_0$, via the number $\mu_0$. In order to get a global estimate for the singular set we find uniform bounds for $\mu_0$. This is the aim of the next theorem.

**Remark 4.** Before going on with the proof we make some remarks on the possible choice of the number $\alpha$. It is clear from the statement of Theorem 3.1 that the constant $c$ in (3.7) blows up when $\alpha \to 0$. Anyway the higher integrability exponent $q_0$, which is the one of the gradient, does not change directly: it remains linked to $p_1$ via the
same relation: \( q_0 = p_1 + 4/n \). The only way \( q_0 \) may depend on \( \alpha \) appears in the proof of Theorem 2.1; there, \( p_1 \) changes with \( Q(k) \), which, in that scheme, depends on \( \alpha \).

In the following we shall assume, without loss of generality, that:

\[
\frac{2n}{n + 2} < \gamma_1 < 2.
\]  

(7.11)

**Theorem 7.2.** Define \( \mu > 1 \) as follows:

\[
\mu := \min \left\{ \frac{2(\gamma_1 + 4/n)}{2 + 4/n}, \frac{2(\gamma_2 + 4/n)}{2\gamma_2 - 2 + 4/n} \right\} \leq 2,
\]  

(7.12)

and suppose that

\[
\gamma_2 < \frac{\mu(n + 2)}{n + 2 - \mu}.
\]  

(7.13)

Then, for any \( \sigma > 0 \)

\[
P_{n+2-\mu+\sigma}(Q_T \setminus Q_0^\sigma) = 0.
\]  

(7.14)

**Remark 5.** Observe that when \( \gamma_1 = \gamma_2 = p(z) = 2 \) then \( \mu = 2 \), as for the usual estimates concerning parabolic systems with linear growth (see, for instance, [7]).

**Proof of Theorem 7.2.** The proof will be achieved using Theorem 7.1. We fix \( \sigma > 0 \) and we observe that it suffices to consider \( \sigma \) so small that (7.13) continues to hold with \( \mu - \sigma/2 \) in the place of \( \mu \) (observe that the function in the right-hand side of (7.13) is increasing with respect to \( \mu \)). Then we can find \( \alpha > 0 \) satisfying the right-hand inequalities in (3.3) and such that:

\[
\gamma_2 + \alpha < \frac{(\mu - \sigma/2)(n + 2)}{n + 2 - (\mu - \sigma/2)} \quad \text{and} \quad \frac{2(\gamma_2 + 4/n)}{2\gamma_2 - 2 + 4/n + \alpha} > \mu - \sigma/2.
\]  

(7.15)

Now, with respect to such an \( \alpha \), we find a covering family of cylinders \( \{ Q(k) \} \) as in the proof of Theorem 2.1, conditions (6.1), (6.2); our aim is to apply the estimate of the singular set stated in Theorem 7.1 in each cylinder \( Q(k) \), with respect to the constant \( \mu_0 \equiv \mu_0(Q(k)) \) (note that \( \mu_0 \) depends on the cylinder \( Q(k) \)). Now let us prove that, in each \( Q(k) \):

\[
\mu - \sigma/2 \leq \begin{cases} 
\mu_1 & \text{if } p_2(Q(k)) < 2 \\
\mu_2 & \text{if } p_1(Q(k)) \geq 2 \\
\min\{\mu_1, \mu_2\} & \text{if } p_1(Q(k)) \geq 2 \leq p_2(Q(k)) \equiv \mu_0(Q(k)).
\end{cases}
\]  

(7.16)

We prove that the first two inequalities in (7.16) are true for all values of \( p_1 \) and \( p_2 \), therefore the third one follows. The first inequality is trivial since \( \mu_1 \geq \mu \) always, it remains to check the second:

\[
\mu_2 = \frac{2q_0}{p_2 - 2 + q_0} \geq \frac{2q_0}{p_1 + \alpha - 2 + q_0} \geq \frac{2q_0}{2q_0 - 2 + 4/n + \alpha} \geq \frac{2q_0}{2\gamma_2 - 2 + 4/n + \alpha} \geq \frac{\mu - \sigma/2}{\gamma_2 + \alpha}.
\]  

(7.15)

It follows that:

\[
q \leq \gamma_2 + \alpha < \frac{(\mu - \sigma/2)(n + 2)}{n + 2 - (\mu - \sigma/2)} < \frac{\mu_0(n + 2)}{n + 2 - \mu_0}.
\]
therefore we can apply Theorem 7.1 and for each \( Q(k) \) (using the notation of Theorem 7.1 with \( Q_0 \equiv Q(k) \) and \( Q^0 \equiv Q^0(k) \)): \( Du \) is Hölder continuous in \( Q^0(k) \) and
\[
P_{n+2-\mu+\sigma} (Q(k) \setminus Q^0(k)) \leq P_{n+2-\mu_0+\sigma/2} (Q(k) \setminus Q^0(k)) = 0.
\]
The statement finally follows as at the end of Section 6. \( \square \)
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Appendix A

Here we provide a justification for the crucial inequalities stated in (4.11) and (4.12). In the following \( u \) will be the function from (4.11), (4.12) while \( Q_0 \) will be the cylinder considered in Section 4; for the sake of brevity we assume here that \( Q_0 \equiv Q(z_0, R) \). The arguments can be easily adapted from the ones in [10] and are also a consequence of those developed by Zhikov, but we sketch them here for the sake of the reader. Using Hölder inequality, by the definition of mollification it follows that
\[
|Du_{\gamma}(x,t)| \leq \gamma^{-\alpha+2}/\gamma \|Du\|_{L^\gamma} =: c_1 \gamma^{-\alpha+2}/\gamma. \tag{A.1}
\]
Now let us define (for \( \gamma \) suitably small):
\[
p_{\gamma}(x,t) := \inf\{p(y,s) : (y,s) \in Q((x,t), 2\gamma)\}
\]
and \( g_{\gamma}(x,t,F) := |F|^{p_{\gamma}(x,t)}. \) The Hölder continuity of \( p(x,t) \) implies:
\[
|p(x,t) - p_{\gamma}(x,t)| \leq c_2 \gamma^\beta
\]
(with \( c_2 \) independent of \( \gamma \)) and so, by (A.1):
\[
g(x,t, Du_{\gamma}(x,t)) \leq |Du_{\gamma}(x,t)|^{(p(x,t) - p_{\gamma}(x,t))} |Du_{\gamma}(x,t)|^{p_{\gamma}(x,t)}
\leq c_1 \gamma^{-\alpha+2}\gamma^\beta \gamma^\beta \leq c_1 \gamma^{-\alpha+2}\gamma^\beta \gamma^\beta \leq c_3 g_{\gamma}(x,t, Du_{\gamma}(x,t)). \tag{A.2}
\]
We remark that the constant \( c_3 \) is independent of \( \gamma \). In turn, the definition of \( p_{\gamma}(x,t) \) and Jensen inequality give (recall \( z \equiv (x,t) \)):
\[
g_{\gamma}(x,t, Du_{\gamma}(x,t)) \leq \int_{Q_{z+t}} g_{\gamma}(x,t, Du(z)) \omega_{\gamma}(z - \tilde{z}) d\tilde{z}
\leq \int_{Q_{z+t}} g(\tilde{z}, Du(\tilde{z})) \omega_{\gamma}(z - \tilde{z}) d\tilde{z}
\]
\[(g(\cdot, Du) \ast \omega_\gamma)(x, t) = g(\cdot, Du)_\gamma(x, t).\]

Therefore, combining the last inequality with (A.2) we come up with
\[g(x, t, Du_\gamma(x, t)) \leq g(\cdot, Du)_\gamma(x, t);\]
as a consequence we get (4.11), and the Lebesgue dominated convergence theorem implies that
\[g(x, t, Du_\gamma) \rightharpoonup g(x, t, Du)\]
strongly in \(L^1\).

The same argument (considering \(a(z, Du)\gamma\) instead of \((Du)\gamma\)) applies for (4.12); indeed also \(p(z)/(p(z) - 1)\) is Hölder continuous and (4.12) follows in the same way. Again Lebesgue dominated convergence theorem implies the assertion (immediately before the proof of Theorem 4.1) \(I_4(\gamma) + I_5(\gamma) \to 0\).
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